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Abstract: In order to preserve more image details and enhance its robustness to noise for image segmentation, an improved 

fuzzy c-means algorithm (FCM) for image segmentation is presented by incorporating the local spatial information and gray 

level information in this paper. The modified membership function and clustering center function are more mathematically 

reasonable than those of the FLICM, so the iterative sequence can converge to a local minimum value of the improved 

objective function. The new fuzzy factor grants the algorithm a novel balance between robustness to noise and effectiveness of 

preserving the details. The revised algorithm flow has significantly accelerated the processing procedure. Through these 

improvements, the experiments on the artificial and real images show that the proposed algorithm is very effective. 
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1. Introduction 

Image segmentation plays an important role in a variety of 

applications such as machine vision, image analysis and image 

understanding, so it is a hot topic in image processing in recent 

years [1]. Currently, the methods of image segmentation are 

broadly divided into four categories: threshold, clustering, edge 

detection and region extraction. Among the clustering-based 

methods, the fuzzy c-means algorithm (FCM) is one of the most 

popular methods of image segmentation, which was firstly 

proposed by Dunn [2] and improved later by many other 

scholars [3]. But the classic FCM algorithm and its improved 

ones are not suitable for images corrupted by noise, outliers and 

other imaging artifacts [4]. 

In recent years, incorporating local spatial information and 

gray level information to compensate the drawback above 

mentioned is becoming more and more popular. By 

introducing local spatial information in the objective function 

of the FCM, Ahmed et al. proposed an improved FCM 

algorithm (FCM_S) [5]. The main advantage of this method is 

good performance of noise-immunity, but the disadvantage is 

summarized as follows: First, the method lacks sufficient 

robustness to noise. Second, it can’t present a non-Euclidean 

structure of the image data. Finally, it increases running time. 

Tolias et al. imposed space constraints on clustering results to 

modify the objective function of FCM and obtained some 

positive effects [6]. Pham introduced space term into the 

objective function of the FCM and significantly improved its 

noise-immunity capability [7]. In order to improve the 

anti-noise performance, robustness and reduce the processing 

time, Chen and Zhang proposed FCM_S1 and FCM_S2 based 

on FCM_S [8]. But the disadvantage is summarized as follows: 

it firstly lacks some robustness to noise and image speckle, it 

then needs some parameters chosen empirically, so it limits its 

application. Finally, the processing time depends on the size of 

the segmented image. To solve the above problems, Cai et al. 

put forward a generalized fast FCM (FGFCM) [9], the 

algorithm overcomes the above mentioned drawbacks of 

FCM_S to a certain extent and obtains better clustering 

performance, but the algorithm can’t directly segment the 

color image, and some parameters need to be selected 

manually. In 2010, Krinidis and Chatzis proposed an 

improved FCM segmentation algorithm (FLICM) by 

integrating local spatial information and gray level 

information in the energy function [10]. It not only has better 

segmentation performance, but also doesn’t need manual 

preselected parameters. However, Celik pointed out that the 

iterative sequence in the energy function doesn’t converge to 

the minimum value because of the defects of FLICM, 

therefore, the FLICM segmentation results are not optimal 

[11]. Gong et al. presented a variant of FLICM algorithm 

(RFLICM) in 2012, whose spatial distance was replaced by 

local variable coefficient in the energy function [12]. 

Although the RFLICM algorithm exploits more local texture 
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information, it ignores the relationship between the central 

pixel and its neighbor pixels. In 2013, Gong et al. further 

introduced weigh factors and nuclear distance parameters into 

its objective function and proposed the KWFLICM algorithm, 

this method have improved the segmentation results [13], but 

its processing time is significantly higher than that of the 

RFLICM. 
To further improve the accuracy of image segmentation and 

reduce time consumption, using the new constraint factor 

instead of fuzzy constraint factor of the FLICM, we presented 

an improved fuzzy c-means algorithm for image segmentation. 

This algorithm enhances its robustness to noise and preserves 

more image details for image segmentation. Experimental 

results have showed that this method can quickly and accurately 

segment images such as synthetic and natural images, which 

has good anti-noise performance at the same time. 

The rest of this paper is organized as follows. In Section 2, 

the classical fuzzy c-means clustering algorithm is briefly 

described. The proposed algorithm and our motivation are 

introduced in Section 3. Experimental results have showed in 

Section 4. Conclusions will be drawn finally. 

2. Fuzzy C-Means Algorithm 

The FCM algorithm for image segmentation is a clustering 

algorithm based on the most optimal function, its objective 

function is as follows 
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To calculate the possible extremum according to (2), an 

Euler-Lagrange function is used as follows 
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where λi is a parameter. And we can obtain the one order 

partial derivative of uji and vj. According to (2), the values of 

membership and cluster centers can be calculated as follows 
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The classical FCM algorithm can acquire good 

segmentation effect, but it is very sensitive to noise. Therefore, 

many scholars are developing its anti-noise capability. 

3. Fuzzy Local Information C- Means 

Cluster Algorithm 

Because the classical FCM algorithm only considers the 

gray value of pixels and doesn’t take into account the 

relationship between the center pixel and its neighbors. So it is 

not suitable for images corrupted by noise. The FLICM 

algorithm takes advantage of neighborhood information, 

which has some anti-noise performance. It not only reduces 

the accuracy of the FCM algorithm, but also exists some 

mathematically unreasonable functions. Motived by these 

considerations, we propose a modified method by reducing 

fuzzy constraint factor values of the FLICM to enhance the 

accuracy of image segmentation, so we can get a new balance 

between robustness to noise and effectiveness of preserving 

the details. The new algorithm’s objective function is defined 

as follows 
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where d denotes the image dimension. dip is the spatial 

Euclidean distance between pixels i and j. xpl is the 

neighborhood information of data item xil. ujp represents the 

fuzzy membership of the j
th

 pixel lying within a window 

around xil with respect to cluster j, Ni is the dataset of 

neighbors falling into a window around xil. δ is a distance 

variance that denotes the degree of aggregation around the 

cluster. Its definition shows as follows 
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To calculate the possible extremum according to (2), an 

Euler-Lagrange function is used as follows 
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According to (2), the values of membership and cluster 

centers can be calculated as follows 
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Thus, the above algorithm is summarized as follows 

Step 1: Fix the number m, ε, and c. 

Step 2: Initialize the clustering center and calculate the 

initial membership matrix as described in Eq. (3). 

Step 3: Set the loop counter b=0. 

Step 4: Calculate the membership matrix as described in Eq. 

(6). 

Step 5: Update the clustering center as described in Eq. (7). 

Step 6: If max{Vnew-Vold}<ε then stop, otherwise, set b=b+1 

and go to step 4. 

4. Experimental Results and Analysis 

In this section, we compare the accuracy, the efficiency and 

the robustness to noise of our algorithm with the FLICM 

algorithm. In the experiments, the code of the FLICM was 

provided by the authors. 

Fig. 1 shows a synthetic image Synthetic’s segmentation 

effect after mixed Speckle noise, the noise level is 15%. The 

size of Synthetic is 256*256 pixels. The gray level value of the 

left is 20, and the right is 120. We generally set the parameters 

to be =2c ，

5=10ε −
， =1.7m . 

Although the two algorithms worked well in the 

segmentation experiment, we still found that there are more 

“glitches” in Fig. 1 (c) than that in Fig. 1 (d). According to Fig. 

1, we know that our method achieves better performance 

under Speckle noises than FLICM. 

  

(a)                             (b) 

  

(c)                             (d) 

Fig. 1. Segmentation results on Synthetic image. (a) Original image, (b) the 

same image corrupted by the Speckle noise (0.15), (c) FLICM result, (d) our 

result. 

  

(a)                         (b) 

  

(c)                        (d) 

  

(e)                        (f) 

Fig. 2. Segmentation results on Cameraman image. (a) Original image, (b) 

FLICM result on (a), (c) our result on (a), (d) the same image corrupted by 

Speckle noise (0.05), (e) FLICM result on (d), (f) our result on (d). 
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Fig. 2 presents a comparison of segmentation

real image. In this experiment, the Cameraman

divided into four categories-coats, trousers,

So the parameters was set to be =4c , =10ε
In Fig. 2 (b), an obviously false segmentation

found on the right side, which should be 

information misclassified to another clustering,

such a mistake in Fig. 2 (c). On the other

preserves more details than Fig. 2 (b) such as

edge of face. Due to the noise, the effect on

But Fig. 2 (f) shows that the result from our

clearer edge and smoother regions while

added noises. This experiment suggests that

algorithm can accurately segment images. Furthermore,

good anti-noise performance at the same time.

Fig. 3 presents a comparison of segmentation

nature image. In this experiment, the Flower

divided into two categories-flower and background.

parameters was set to be =2c ,
5=10ε −  and

 

(a) 

  

(b)                        (c)

Fig. 3. Segmentation results on Flower image. (a) Original

result, (c) our result. 

In Fig. 3 (b), an obvious area is divided

belonging to the flower area. But Fig. 3 (c)

generated. So our algorithm achieves better

effect than the FLICM. 

Furthermore, Fig. 4 shows some segmentation

real images. The left column shows the

while the right column shows the segmentation

obtained by the proposed algorithm. 

Celik et al. found that the iterative sequen

can’t mathematically achieve to converge

because of the improper membership function

center function [11], although it achieve

result. In this paper, we have modified those

mathematical means. This is the main 
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segmentation results on a 

Cameraman image was 

trousers, skin and others. 
5=10−  and =1.7m . 

segmentation area can be 

 a part of the sky 

clustering, and there is no 

other hand, Fig. 2 (c) 

as the hand and the 

on Fig. 2 (e) is poor. 

our method has much 

while clearing almost 

that our proposed 

Furthermore, it has 

time. 

segmentation results on a 

Flower image was 

background. So the 

d =1.7m . 

 

 

(b)                        (c) 

Original image, (b) FLICM 

 to the wrong area 

(c) avoids this error 

better segmentation 

segmentation results on 

the original images, 

segmentation results which 

sequence of the FLICM 

converge to a local minim 

function and clustering 

achieve good clustering 

those functions by 

 reason why the 

proposed algorithm achieves better

the FLICM. 

 

 

 

 

Fig. 4. Segmentation results on real

Finally, Table 1 shows the comparison

on different size images using 

algorithm. In this experiments,

parameters to be 3c =
max 300Iter = . 

Table 1. Running Time (in sec

 200*200 300*300

FLICM 23.5 27.6 

Our method 12.6 13.4 

All experiments performed on

Dual Core Processor 5400+ (2.8

Windows 7 Ultimate using MATLAB

running time is shown above,

Means Algorithm for Image Segmentation  

better segmentation effect than 

  

  

  

  

real images by the proposed algorithm 

comparison of the running time 

 the FLICM and our proposed 

experiments, we generally set the 

, 310ε −= , 2m =  and 

seconds) of the Two Algorithms 

300*300 600*600 1024*1024 

 155.8 592.1 

 84.1 164.9 

on an AMD Athlon(tm) 64 X2 

(2.8 GHz) workstation under 

MATLAB R2009a. As the result of 

above, our algorithm is much faster 
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than FLICM, especially, when the size of image is 1024*1024 

pixels, the consumption time is only 27% of that of FLICM 

computed. This must owe to the novel algorithm flow. We 

initialize the membership matrix using Eq. (3) instead of 

initializing randomly it, so the value of initial membership 

matrix is more approximate to the final value. This 

modification has greatly decreased the iterative numbers. 

5. Conclusions 

In this paper, an improved algorithm based on FCM is 

proposed by modifying the fuzzy factor FLICM used. 

Through this way, we get a novel balance between robustness 

to noise and effectiveness of preserving the details. The results 

reported in this paper show that our method is effective to 

synthetic images, real images and nature images. The 

experiment results suggest that the proposed algorithm 

obviously improves the performance of image segmentation, 

which has good anti-noise performance at the same time. 

So the major advantages of the proposed algorithm over 

the FLICM are summarized as follows: 

� Its computational time is less; 

� It preserves more image details; 

� Its iterative functions are more mathematically 

reasonable.  
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