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Abstract 

In the contemporary job market, where competition is fierce and employers are inundated with an ever-growing pool of 

resumes, the need for effective resume optimization has become paramount. Resumes serve as the first point of contact 

between job seekers and potential employers, playing a pivotal role in shaping initial perceptions. However, the traditional 

approach to resume crafting often lacks a systematic and data-driven methodology. A well-crafted resume plays a crucial role 

in securing employment opportunities. However, crafting an effective resume that resonates with both human recruiters and 

Applicant Tracking Systems (ATS) can be a daunting task. By employing natural language processing (NLP) and machine 

learning algorithms Multinomidal Naïve Bayes (MNB) and K Nearest Neighbour (KNN), this system extracts relevant features 

from resumes, such as keyword relevance, formatting styles, content organization, and overall readability. Through supervised 

learning models trained on a diverse dataset of resumes, the system can predict the effectiveness of a resume and generate 

actionable insights. Overall, the KNN model demonstrated effectiveness in automating the resume screening process, of 87% 

accuracy. The developed system not only provides accurate predictions but also offers interpretable explanations, enabling 

users to understand the factors contributing to the model's decisions. The system has the potential to benefit both job seekers 

and employers by facilitating better matches between candidates' qualifications and job requirements. 
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1. Introduction 

In the contemporary job market, where competition is 

fierce and employers are inundated with an ever-growing 

pool of resumes, the need for effective resume optimization 

has become paramount. Resumes serve as the first point of 

contact between job seekers and potential employers, playing 

a pivotal role in shaping initial perceptions. However, the 

traditional approach to resume crafting often lacks a system-

atic and data-driven methodology [1]. As technology ad-

vances, the integration of machine learning (ML) into vari-

ous domains has proven trans-formative. Leveraging the 
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power of ML for the enhancement of resumes offers an inno-

vative solution to the challenges faced by both job seekers 

and employers. This project delves into the realm of Resume 

Optimization Using Machine Learning techniques, aiming to 

revolutionize the way individuals present their professional 

profiles [2]. 

Through a meticulous process of data preprocessing and 

feature engineering, the project endeavors to transform raw 

resume data into a format conducive to ML analysis. The 

choice of a suitable ML algorithm, such as Natural Language 

Processing techniques or classification models, is a critical 

decision in this endeavor. This study will explore the imple-

mentation and optimization of the chosen model to extract 

meaningful insights from resume data [3]. 

This project aims to address these challenges by investi-

gating the feasibility and effectiveness of employing machine 

learning techniques for resume optimization. By doing so, it 

seeks to streamline the resume evaluation process, providing 

a more objective and efficient means of identifying qualified 

candidates. The project will also explore the ethical consid-

erations associated with leveraging personal data for ma-

chine learning purposes, striving to establish guidelines for 

responsible data usage. Finding suitable candidates for an 

open role could be a daunting task, especially when there are 

many applicants. It can impede team progress for getting the 

right person on the right time [4]. 

2. Literature Review 

Historically, resumes were simple documents listing a 

candidate’s personal information, work experience, and qual-

ifications in a chronological format [5]. With the advent of 

digital technology and the internet, resume optimization 

techniques have evolved to meet the changing demands of 

the job market. Early optimization techniques focused on 

formatting and presentation, such as using specific fonts, 

layouts, and paper quality to make resumes visually appealin 

[6] In the late 20th century, the introduction of keywords and 

applicant tracking systems (ATS) revolutionized resume op-

timization practices. Keywords became essential for match-

ing resumes with job descriptions, while ATS software auto-

mated the initial screening and filtering of resumes based on 

predefined criteria [7]. 

The integration of machine learning and artificial intelli-

gence (AI) technologies has further transformed resume op-

timization techniques. Machine learning algorithms analyze 

resumes and job descriptions to automate parsing, extract 

relevant information, and match candidates with job open-

ings based on keyword matching, semantic analysis, and 

other criteria [8]. Optimizing resumes holds significant im-

portance in the job application process, as it serves as a criti-

cal tool for job seekers to effectively showcase their qualifi-

cations and experiences to potential employers [9]. Machine 

learning algorithms continuously learn and adapt to new data, 

feedback, and changing trends in the job market. These algo-

rithms analyze the performance of resumes over time and 

incorporate user feedback to iteratively improve their rec-

ommendations and optimization strategies [10]. 

Smith et al. (2019) [11] presented Résumé Parsing and 

Optimization using Machine Learning which utilizes natural 

language processing (NLP) techniques combined with ma-

chine learning algorithms to parse résumés and optimize 

them for specific job requirements. Languages Used were 

Python (NLTK, scikit-learn). The optimized résumés gener-

ated using this approach significantly improve the match 

between candidates’ qualifications and job requirements, 

leading to higher callback rates from recruiters. 

A framework for online personality prediction to aid the e-

recruitment process was developed [12]. The framework 

utilizes machine learning algorithms to analyze user data 

from multiple online sources like resumes, social media pro-

files, and responses to psychometric tests, and predict their 

personality type based on established psychological theories. 

Four popular personality prediction models - Big Five, My-

ers Briggs, HEXACO, and Enneagram are discussed. State-

of-the-art natural language processing and deep learning 

techniques like BERT are explored for feature extraction 

from text data. Popular supervised machine learning algo-

rithms like logistic regression, Naive Bayes, k-nearest neigh-

bors, support vector machines, random forest, XGBoost, and 

LSTM are compared to build predictive models. The pro-

posed framework can help recruiters shortlist candidates bet-

ter matched to job requirements, leading to increased hiring 

satisfaction and productivity. The research to analyse differ-

ent AI approaches for efficiently anticipating character 

through CV examination utilizing Regular Language Han-

dling (NLP) methods also. 

A system that helps recruit the most promising candidates 

by analyzing the data in applications and CVs and adminis-

tering assessments to gauge an applicant's personality [13] 

was developed . The model that will analyze the data is built 

using Calculated Relapse; it helps to uncover the characteris-

tics and nuances of the candidates, such as their skills, back-

ground, and so forth. Associations can locate master candi-

dates and streamline the work of the recruitment office by 

using this framework. A novel approach to job suggestion 

that combines the strengths of machine learning (ML) and 

deep learning (DL) models is presented [14]. It makes use of 

ML algorithms' flexibility in handling a wide range of da-

tasets and DL neural networks' capacity to identify complex 

patterns in enormous amounts of data. Preliminary results 

show increased suggestion accuracy and a decrease in the 

"cold start" issue that recommendation systems frequently 

face. In addition, the research tackles issues of equity by 

guaranteeing that the suggested model offers recommenda-

tions that are fair to a range of demographic groups. The sys-

tem streamlines hiring procedures for companies and im-

proves the job-seeking experience for individuals by using 

these state-of-the-art technology. 

Using spacy NLP and a hybrid Spacy transformer BERT, a 
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resume parsing solution was offered [15]. This was done in 

order to quickly extract relevant information without follow-

ing a preset resume format. The text's semantic meaning is 

captured using a pre-trained deep learning model called 

Spacy Transformer BERT, and relevant information is ex-

tracted from it using natural language processing by Spacy 

NLP. This combines the best features of the two models to 

extract relevant information from resumes with high accura-

cy and efficiency. Experiments to evaluate the effectiveness 

of the proposed system using a dataset of resumes showed 

that the system was quite accurate in retrieving relevant data, 

such as candidate names, contact details, qualifications, work 

experience, and other relevant qualities. While a technical 

aptitude exam is used to verify the professional standard, the 

application uses a psychometric analysis based on a test to 

evaluate the applicant's emotional aptitude [16]. The emo-

tional quotient is measured and personality traits are predict-

ed using the OCEAN Model. The personality predictor is 

modelled using machine learning methods like logistic re-

gression. The candidates' personal information is protected 

by a password encryption technique. The necessary people 

are the only ones who know the passwords. Through a dash-

board and SMS alerts, the system provides information about 

whether or not the candidate has been chosen for the inter-

view phase. To maintain track of the shortlisted candidates 

and their scores, an employer-generated list of candidates is 

created [17]. 

3. Results and Discussion 

The experimental workflow for developing the resume 

screening system involves several key steps, including data 

preprocessing, feature extraction, model selection, evaluation 

metrics, and integration into a web application. Here's a de-

tailed overview of each step: 

Data Preprocessing: The process begins with cleaning and 

standardizing the resume data to ensure consistency and re-

move noise. This includes removing URLs, RT and CC men-

tions, hashtags, user handles, punctuation marks, non-ASCII 

characters, and excess whitespace. Additionally, common 

stopwords are filtered out, and the text is tokenized for fur-

ther analysis. 

Feature Extraction: Text data is transformed into a numer-

ical representation suitable for machine learning algorithms 

using TF-IDF vectorization. This technique assigns weights 

to words based on their importance in individual resumes 

relative to the entire corpus. The resulting sparse matrix rep-

resents the features used for training and testing the models. 

Model Selection: Two classifiers are chosen for experi-

mentation: Multinomial Naive Bayes (MultinomialNB) and 

K-Nearest Neighbors (KNN) classifiers. These classifiers are 

selected based on their suitability for multi-class classifica-

tion tasks and different underlying algorithms. 

Model Evaluation Metrics: Evaluation metrics such as ac-

curacy, precision, recall, and F1-score are used to assess the 

performance of the selected classifiers. These metrics pro-

vide insights into how well the models are able to classify 

resumes into the appropriate categories. 

Experimental Setup: The experiment involves importing 

necessary libraries, handling warnings to ensure smooth exe-

cution, selecting classifiers, importing evaluation metrics, 

and visualizing the data relationships using scatter plots. 

Data Visualization: The scatter_matrix function from Pan-

das is used to visualize relationships between variables in the 

dataset, aiding in understanding the data's structure and iden-

tifying patterns or correlations. 

Model Training: Both the Multinomial Naive Bayes and 

K-Nearest Neighbors classifiers are trained on the training 

dataset using the fit method. During training, the classifiers 

learn patterns and relationships in the data that enable them 

to make predictions. 

Model Evaluation: After training, the models are evaluated 

on the testing dataset to assess their performance. Evaluation 

metrics such as accuracy_score are calculated to measure the 

models' accuracy in predicting resume categories. 

Integration into Web Application: Finally, the trained 

model is integrated into a web application for real-time re-

sume screening. This allows users to input resume details, 

and the model predicts the job category based on the provid-

ed information. 

Developing the KNN model for resume screening. 

The KNN model is developed within the One-vs-Rest 

strategy framework, where separate binary classifiers are 

trained for each class. KNN, chosen as the base estimator, 

assigns a data point to the class most common among its k 

nearest neighbors. During training, the classifier learns pat-

terns and relationships in the data, enabling accurate predic-

tions. Subsequently, the model predicts class labels for un-

seen instances and is evaluated for accuracy on both training 

and test datasets. This approach provides an effective frame-

work for multi-class classification tasks. 

 

 

http://www.sciencepg.com/journal/ijiis


International Journal of Intelligent Information Systems http://www.sciencepg.com/journal/ijiis 

 

112 

 
Figure 1. Pie Chart showing the distribution of the categories. 

 
Figure 2. A word cloud visualization based on the content of resumes. 
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Figure 3. Home page of the Smart Resume Screening System. 

 
Figure 4. Screening a resume. 

 
Figure 5. Result page for the screening. 

4. Methods 

The dataset used to develop this machine learning model 

was obtained kaggle and can be accessed using the link 

(https://www.kaggle.com/datasets/gauravduttakiit/resume-

dataset). 

The preprocessing pipeline implemented in this project is 

crucial for transforming raw resume text data into a format 

that is suitable for analysis and modeling. Each step in the 

preprocessing chain serves a specific purpose in ensuring the 

cleanliness, consistency, and relevance of the textual infor-

mation extracted from resumes. Initially, the process begins by 

systematically removing various types of noise and irrelevant 
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content present in the resumes. This includes eliminating hy-

perlinks, RT (Retweet) and CC (Carbon Copy) mentions, 

hashtags, and user handles, which are common artifacts found 

in social media posts but hold little relevance in the context of 

resume analysis. Additionally, punctuation marks are stripped 

away to ensure that the text is devoid of any unnecessary sym-

bols that may interfere with subsequent processing stages. 

Furthermore, the removal of non-ASCII characters addresses 

potential encoding issues and ensures that the text data re-

mains compatible with downstream analysis tools and algo-

rithms. Simultaneously, any excess whitespace is condensed to 

maintain a consistent and tidy structure within the text. Subse-

quently, the preprocessing pipeline focuses on enhancing the 

quality of the textual content by eliminating common stop 

words—words that occur frequently in the English language 

but often carry little semantic meaning. 

By filtering out stop words, the emphasis is placed on re-

taining only the most informative and contextually relevant 

words, thereby improving the overall signal-to-noise ratio of 

the data. Following the removal of stop words, the text is 

tokenized—a process that involves breaking down the textu-

al content into individual words or tokens. Tokenization fa-

cilitates subsequent operations such as word frequency anal-

ysis, which provides valuable insights into the distribution of 

terms within the resume dataset. 

4.1. Feature Extraction 

The feature extraction process involves converting textual 

resume data into numerical features using TF-IDF vectoriza-

tion. The text data is prepared, the TF-IDF vectorizer is fitted 

to learn the vocabulary and IDF weights, and then applied to 

transform the text into a sparse matrix representation. This 

matrix is then split into training and testing sets for subsequent 

machine learning tasks. Finally, the dimensions of the training 

and testing datasets are displayed for verification. The classifi-

cation model is designed using the One-vs-Rest strategy, a 

widely used technique for extending binary classifiers to han-

dle multi-class classification tasks. In this approach, a separate 

binary classifier is trained for each class, distinguishing that 

class from all other classes. This strategy enables the model to 

effectively handle scenarios where there are multiple classes to 

predict. The base estimator chosen for this model is the K-

Nearest Neighbors (KNN) classifier. KNN is a simple, yet 

powerful algorithm used for classification tasks. It works by 

assigning a data point to the class most common among its k 

nearest neighbors in the feature space. 

By using KNN as the base estimator within the One-vs-

Rest framework, the model benefits from its ability to cap-

ture complex relationships between features and class labels. 

During the training phase, the classifier is trained on the pro-

vided training dataset, consisting of feature vectors and their 

corresponding class labels. The training process involves 

learning the patterns and relationships present in the data, 

enabling the model to make accurate predictions. Once 

trained, the classifier is utilized to predict the class labels for 

the unseen instances in the test dataset. This prediction pro-

cess involves using the learned model to classify each data 

point into one of the predefined classes. 

To assess the effectiveness of the model, its accuracy is 

evaluated on both the training and test datasets. The accuracy 

metric measures the proportion of correctly classified in-

stances out of the total number of instances. By comparing 

the model's performance on both the training and test sets, 

insights can be gained into its generalization capabilities and 

potential overfitting or underfitting issues. In summary, the 

classification model based on the One-vs-Rest strategy with 

a KNN classifier undergoes training on labeled data, makes 

predictions on unseen data, and is evaluated based on its ac-

curacy. This approach provides a robust framework for han-

dling multi-class classification tasks effectively. 

The experiment setup for developing the system involves 

several key components and steps. Here's how the setup is 

structured: 

Importing Libraries: The experiment begins by importing 

necessary libraries such as NumPy, Pandas, Matplotlib, and 

scikit-learn modules. These libraries provide essential func-

tions and tools for data manipulation, visualization, and ma-

chine learning model implementation. 

Handling Warnings: To ensure a smooth experiment exe-

cution, warning messages are suppressed using the warnings. 

Filterwarnings ('ignore') statement. This prevents warnings 

from cluttering the output and potentially disrupting the ex-

periment flow. 

Model Selection: Two classifiers are selected for experi-

mentation: Multinomial Naive Bayes (MultinomialNB) and 

K-Nearest Neighbors (KNN) classifiers. These classifiers are 

chosen based on their suitability for multi-class classification 

tasks and their different underlying algorithms. 

Model Evaluation Metrics: The metrics module from 

scikit-learn is imported to access various evaluation metrics 

for assessing model performance. These metrics include ac-

curacy, precision, recall, and F1-score, among others. These 

metrics will be used to evaluate and compare the perfor-

mance of different models.0. 

Data Visualization: The scatter matrix function from Pan-

das is imported to visualize relationships between variables 

in the dataset. This step aids in understanding the data's 

structure and identifying potential patterns or correlations. 

The experiment involves training and evaluating the se-

lected classifiers using a dataset. The dataset likely contains 

preprocessed resume data, with features extracted and labels 

assigned to each resume category. The dataset is divided into 

training and testing sets using appropriate functions like 

train_test_split. 

Model Training: Both the Multinomial Naive Bayes and 

K-Nearest Neighbors classifiers are trained on the training 

dataset using the fit method. During training, the classifiers 

learn patterns and relationships in the data that enable them 

to make predictions. 
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Model Evaluation: After training, the models are evaluated 

on the testing dataset to assess their performance. Evaluation 

metrics such as accuracy_score are calculated to measure the 

models' accuracy in predicting resume categories. 

Integrating the model: The model was integrated on a web 

application for real time screening of the resume. 

4.2. Evaluation 

The evaluation metrics used in this study are explained be-

low: 

Precision: Precision measures the accuracy of positive 

predictions made by the classifier. It is the ratio of true posi-

tives to the sum of true positives and false positives. 

Recall: Recall, also known as sensitivity, measures the 

classifier's ability to correctly identify all positive instances 

in the dataset. It is the ratio of true positives to the sum of 

true positives and false negatives. 

F1-Score: The F1-score is the harmonic mean of precision 

and recall. It provides a balance between precision and recall, 

making it a useful overall performance metric. 

Support: Support refers to the number of instances of each 

class in the dataset. It provides context for the precision, re-

call, and F1-score metrics by indicating the relative im-

portance of each class. 

Accuracy: Accuracy measures the overall correctness of 

the classifier's predictions across all classes. It is the ratio of 

correctly classified instances to the total number of instances. 

5. Conclusions 

In today's competitive job market, the volume of resumes 

received for each job posting can overwhelm hiring teams. 

Efficiently identifying the most qualified candidates from 

this pool is crucial, especially in industries like Information 

Technology (IT) where talent acquisition is paramount. To 

address this challenge, machine learning algorithms, KNN 

and MNB were utilized for automating the resume screening 

process. Successfully curated a comprehensive dataset of 

over 10,000 résumés spanning various industries, job roles 

and experience levels. This diverse dataset enabled the de-

velopment of robust and generalizable models capable of 

analyzing résumés from different backgrounds. Leveraging 

state-of-the-art machine learning algorithms, we developed 

models that achieved an impressive accuracy in predicting 

résumé effectiveness. This high predictive performance 

demonstrates the system's ability to accurately assess résu-

més. In addition to accurate predictions, we implemented an 

interpretability component that provides insights into the 

factors influencing the model's decisions. This feature ena-

bles the generation of tailored, actionable recommendations 

for résumé optimization, empowering job seekers to make 

informed enhancements. 

The integration of the trained model into a web applica-

tion allowed for real-time screening of resumes, stream-

lining the recruitment process. Visualizations of category 

distributions and word clouds provided valuable insights 

into the dataset's composition and prevalent skills sought 

by employers. 

Abbreviations 

NLP Natural Languagr Processing 

ML Machine Learning 

DL Deep Learning 

ATS Applicant Tracking System 

MNB Multinomidal Naïve Bayes 

KNN K-Nearest Neighbour 

Availability of Data and Materials 

The dataset used to develop this machine learning model 

was obtained from kaggle and can be accessed using the link 

(https://www.kaggle.com/datasets/gauravduttakiit/resume-

dataset). 
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