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Abstract 

Artificial Intelligence (AI) has rapidly become an integral technology across many sectors, including healthcare, finance, 

research, and manufacturing. AI’s ability to automate processes, analyse large datasets, and make predictive decisions offers 

significant opportunities for innovation, but it also raises profound ethical challenges. Ethical concerns regarding AI encompass 

issues of transparency, accountability, fairness, data privacy, and the need for human oversight. Given the diverse applications of 

AI, these ethical concerns vary not only by sector but also across different cultural and regulatory environments. Despite growing 

discourse on AI ethics, empirical tools for assessing ethical perceptions of AI across varied organizational contexts remain 

limited. From that need, this study introduces the AI and Ethics Perception Scale (AEPS), designed to measure individual and 

collective perceptions of AI ethics across five key dimensions: Transparency, Accountability, Privacy, Fairness, and Human 

Oversight. The AEPS was developed through a rigorous methodological process, beginning with a pilot study of 112 participants 

and validated with data from 417 participants across three culturally diverse countries: Turkey, India, and the United Kingdom. 

The scale was used to assess ethical perceptions in sectors such as healthcare, finance, and manufacturing. Both Exploratory 

Factor Analysis (EFA) and Confirmatory Factor Analysis (CFA) were used to validate the scale’s structure. This study reveals 

significant cross-cultural and cross-sectoral differences in the prioritization of ethical concerns, demonstrating the need for 

contextually sensitive ethical frameworks for AI governance. 
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1. Introduction 

1.1. The Emergence of AI in Global Sectors 

Artificial Intelligence (AI) has emerged as one of the most 

transformative technologies of the 21st century. Its integration 

into various sectors such as healthcare, finance, research, 

manufacturing, and public administration has led to a re-

definition of operational practices [11, 35, 37, 46, 72, 76, 87]. 

In healthcare, AI systems assist in diagnostics, treatment plans, 

and predictive analytics, promising to revolutionize patient 

care [30, 49, 68, 69]. In finance, AI automates tasks such as 

fraud detection, credit scoring, and financial forecasting, 

enhancing both efficiency and precision [10, 59]. However, 
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these innovations come with substantial ethical concerns. 

Issues such as algorithmic opacity (the so-called "black box" 

problem), bias in data, accountability for AI-driven decisions, 

data privacy, and fairness have become critical areas of con-

cern [60]. 

AI’s ability to process massive amounts of data also poses 

risks in terms of privacy violations and data misuse [4, 32]. In 

the healthcare sector, the use of personal medical records for 

AI-driven diagnoses has raised alarms about how data is 

protected [14, 84]. In finance, AI’s role in making decisions 

about loans and credit raises concerns about fairness and bias 

[18]. Furthermore, manufacturing and industrial sectors, 

which have adopted AI to automate tasks, are confronting the 

socio-economic impacts of job displacement and the potential 

erosion of human labour value [13]. 

1.2. The Cross-Cultural Dimensions of AI Ethics 

While ethical concerns about AI are universal, the way 

these concerns manifest can differ significantly across coun-

tries and cultures [16, 44]. Cultural values, regulatory 

frameworks, and levels of technological advancement all 

influence how societies perceive the risks and benefits of AI. 

For example, in Turkey, ethical concerns often focus on pri-

vacy and state surveillance, reflecting broader societal anxie-

ties about government control over digital technologies [1, 17, 

80]. In India, where socio-economic disparities are significant, 

ethical concerns are more likely to revolve around fairness 

and access to AI-driven technologies, particularly as they 

relate to economic inequality [66, 79]. In contrast, in the 

United Kingdom, regulatory frameworks such as the General 

Data Protection Regulation (GDPR) place strong emphasis on 

data privacy and accountability, shaping public and organi-

zational perceptions of AI ethics [15, 24]. 

This diversity in ethical concerns underscores the need for 

tools that can measure how individuals and organizations 

across different sectors and countries perceive AI ethics. Such 

a tool must be adaptable to various cultural contexts while still 

capturing the fundamental ethical issues associated with AI 

deployment [33]. 

1.3. Research Objectives and the Need for 

Empirical Tools 

Despite the growing body of literature on AI ethics, there is 

a notable lack of empirical tools designed to measure percep-

tions of AI ethics across sectors and cultures [12, 61, 86]. The 

existing research on AI ethics has largely focused on theo-

retical frameworks and case studies, with few studies 

providing quantitative measures of how ethical concerns 

about AI are perceived by individuals working within organ-

izations. This gap is particularly significant given the 

cross-cultural and cross-sectoral nature of AI’s impact [47]. 

The objective of this study is to address this gap by de-

veloping and validating the AI and Ethics Perception Scale 

(AEPS). The AEPS is a multidimensional tool designed to 

measure perceptions of AI ethics across five key dimensions: 

Transparency, Accountability, Privacy, Fairness, and Human 

Oversight. By administering the AEPS to participants from 

diverse sectors and cultural contexts, this study aims to pro-

vide a comprehensive analysis of how AI ethics is perceived 

in different regions and industries. 

The AI and Ethics Perception Scale (AEPS) was first pi-

loted with 112 participants and later validated with a larger 

sample of 417 participants from Turkey, India, and the United 

Kingdom. These countries were selected for their distinct 

cultural, regulatory, and technological landscapes, providing a 

rich context for exploring how ethical perceptions of AI differ 

across regions. The results of this study offer valuable insights 

for organizations seeking to implement AI in a manner that is 

both ethical and contextually appropriate. 

2. Literature Review 

2.1. Evolution of AI and Ethical Challenges 

AI’s evolution from basic rule-based systems to sophisti-

cated machine learning models has introduced ethical chal-

lenges that were previously unimaginable [48, 76]. The sheer 

complexity of contemporary AI systems, particularly those 

based on neural networks and deep learning, has made it 

increasingly difficult to explain how AI-driven decisions are 

made. This lack of transparency, often referred to as the 

"black box" problem, is especially problematic in sectors like 

healthcare and finance, where decisions can have profound 

consequences for individuals and society [28, 73]. 

In the healthcare sector, AI systems are used to diagnose 

diseases, predict patient outcomes, and recommend treat-

ments. However, the opacity of these systems, coupled with 

the potential for biased data inputs, raises concerns about the 

fairness and accuracy of AI-driven healthcare decisions [49, 

67, 85]. Similarly, in finance, AI is used to assess creditwor-

thiness, approve loans, and make investment decisions. While 

these systems can improve efficiency, they can also perpetu-

ate existing biases in financial systems, particularly against 

marginalized groups [18, 57, 60]. AI’s impact on research and 

scientific discovery has also been significant, with concerns 

that AI may reinforce existing biases in research outcomes [23, 

50]. Additionally, AI-driven automation in manufacturing 

raises ethical issues regarding job displacement and economic 

inequality [13, 77]. 

It is deeply concerning that AI’s expansion can reinforce 

socio-economic disparities if not carefully managed [3, 25, 

53]. Researchers such as Bagozzi et al. [6] and Binns [9] have 

explored the implications of AI governance, emphasizing the 

importance of ethical decision-making frameworks. Lepri et 

al. [56] and Mittelstadt et al. [60] have examined algorithmic 

accountability and transparency, calling for regulatory inter-

ventions to mitigate biases and ensure fairness in AI applica-

tions. 
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2.2. Ethical Frameworks and AI Governance 

Several ethical frameworks have been proposed to address 

the challenges posed by AI. Deontological ethics, based on 

the works of Kant, emphasizes the importance of respecting 

individual rights and treating people as ends in themselves, 

rather than as means to an end [8, 62]. In the context of AI, 

this framework suggests that AI systems should be designed 

in ways that protect individual autonomy and privacy. Utili-

tarian ethics, on the other hand, focuses on the outcomes of AI 

systems, advocating for AI to be designed in ways that 

maximize overall societal well-being [6, 8, 75, 81, 88]. This 

approach is particularly relevant in sectors like healthcare and 

finance, where the benefits of AI systems must be weighed 

against the potential harms they may cause [34, 80]. 

Virtue ethics, which emphasizes the development of moral 

character, offers another perspective on AI governance. This 

approach suggests that organizations should foster ethical 

cultures that promote fairness, transparency, and accounta-

bility in the design and deployment of AI systems [9, 12, 20, 

26, 32, 89, 90]. In practice, this means ensuring that AI de-

velopers and users are trained to recognize and address the 

ethical challenges posed by AI technologies. Additionally, 

Chouldechova and Roth [17] have highlighted the role of 

fairness in machine learning, stressing the need for equitable 

AI systems across various domains. It is evident that regula-

tory gaps in AI governance must be addressed to ensure eth-

ical compliance in large-scale AI applications [27, 42, 70]. 

2.3. Cross-Sector and Cross-Cultural Ethical 

Concerns 

Ethical concerns surrounding AI vary significantly across 

sectors and regions. In the healthcare sector, concerns about 

data privacy and the accuracy of AI-driven diagnoses are 

paramount [84]. Patients and healthcare providers must be 

able to trust that AI systems will protect sensitive medical 

information and provide accurate recommendations. In fi-

nance, the primary ethical concerns revolve around fairness 

and accountability. Financial institutions must ensure that 

their AI systems do not discriminate against certain groups 

and that they can be held accountable for AI-driven decisions 

that negatively impact individuals [18, 26]. Furthermore, the 

use of AI to assess creditworthiness and manage investments 

has led to questions about how these systems perpetuate ex-

isting inequalities, particularly among marginalized commu-

nities. 

Cultural factors also play a significant role in shaping 

perceptions of AI ethics. Hofstede’s cultural dimensions the-

ory suggests that values like individualism, power distance, 

and uncertainty avoidance influence how different societies 

perceive and respond to ethical issues [44, 83]. For example, 

in Turkey, where there is a higher level of uncertainty 

avoidance and respect for authority, there is a tendency for 

individuals to place greater trust in state-regulated AI systems. 

However, concerns about state surveillance and the potential 

misuse of AI for political purposes remain high [1, 19]. In 

India, with its significant socio-economic diversity, issues 

related to fairness and accessibility are particularly relevant. 

As AI systems are implemented in public and private sectors, 

questions about whether AI will exacerbate existing inequal-

ities or bridge the gap between different socio-economic 

groups have become central to discussions about AI ethics [45, 

54, 63, 79]. Meanwhile, in the United Kingdom, the General 

Data Protection Regulation (GDPR) has placed stringent 

requirements on data privacy and transparency, making these 

issues a primary focus of ethical concerns surrounding AI [24, 

65, 71]. 

Several cross-cultural studies have explored how AI ethics 

are perceived in different regions. Floridi [33] highlights that 

Western societies often prioritize issues such as transparency 

and accountability, driven by strong regulatory frameworks 

like GDPR. In contrast, developing countries tend to focus on 

issues of fairness and access, reflecting concerns about how 

AI could deepen socio-economic divides if not carefully 

managed [36, 40, 47]. The ethical concerns identified in these 

studies underscore the need for empirical tools that can 

measure perceptions of AI ethics in ways that account for both 

sector-specific and cultural differences. Additionally, studies 

by Raji and Buolamwini [74] have examined biases in com-

mercial AI systems, reinforcing the need for ethical auditing 

frameworks. Meanwhile, Nemitz [64] has argued for consti-

tutional democracy principles to be embedded in AI govern-

ance policies to ensure accountability and fairness. It is also 

necessary to develop global AI governance mechanisms that 

reflect the ethical priorities of different cultural and regulatory 

landscapes [11, 39, 55]. The ethical concerns identified in 

these studies underscore the need for empirical tools that can 

measure perceptions of AI ethics in ways that account for both 

sector-specific and cultural differences. 

3. Methodology 

3.1. Scale Development Process and Pilot Study 

The AI and Ethics Perception Scale (AEPS) was developed 

through a systematic process involving multiple stages of item 

generation, expert review, and pilot testing. The goal was to 

create a tool capable of capturing perceptions of AI ethics 

across sectors and countries, focusing on five core dimensions: 

Transparency, Accountability, Privacy, Fairness, and Human 

Oversight. 

The initial pool of 35 items was generated from an exten-

sive literature review on AI ethics [3, 6, 9, 17, 23, 25, 32-34, 

39, 42, 47, 50, 51, 53, 56, 60-62, 64, 70, 74, 77, 80, 84]. Each 

item was designed to measure an aspect of the five dimensions, 

with questions aimed at capturing perceptions of how AI 

systems function within organizations. For example, items 

related to Transparency asked participants to rate how well 

they understood AI-driven decisions in their workplace, while 
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Accountability items focused on who should be responsible 

when AI systems make errors. 

A pilot study was conducted with 112 participants from 

sectors such as healthcare, finance, and manufacturing. Par-

ticipants were drawn from Turkey, India, and the United 

Kingdom, ensuring cultural diversity in the sample. Feedback 

from the pilot study indicated that the items were generally 

clear and relevant, though some questions were revised to 

improve clarity. The initial results suggested a five-factor 

structure, with each dimension showing good internal con-

sistency (Cronbach’s Alpha > 0.75). Based on these findings, 

the scale was refined to 30 items, distributed evenly across the 

five dimensions. 

3.2. Full Study Sample and Data Collection 

The finalized version of the AI and Ethics Perception Scale 

(AEPS) was administered to a larger sample of 417 partici-

pants from Turkey, India, and the United Kingdom. These 

countries were selected for their distinct cultural, regulatory, 

and technological environments, providing a comprehensive 

view of how AI ethics is perceived across different regions. 

Participants were selected using stratified random sampling to 

ensure representation across different sectors, including 

healthcare, finance, industry, and research. 

1) Turkey: 126 participants (30%), from public admin-

istration, manufacturing, and financial services. 

2) India: 146 participants (35%), primarily from the tech-

nology, healthcare, and finance sectors. 

3) United Kingdom: 145 participants (35%), drawn from 

healthcare, finance, and research institutions. 

Data Collection: The survey was administered online, with 

participants assured of their anonymity to reduce concerns 

about data privacy, particularly in Turkey and India. The scale 

was translated into Turkish and Hindi to ensure linguistic 

accuracy and reduce bias stemming from language barriers. 

Each participant responded to 30 items on a Likert scale (1 = 

strongly disagree to 5 = strongly agree). 

3.3. Statistical Analysis 

The data collected from 417 participants were analyzed 

using Exploratory Factor Analysis (EFA) and Confirmatory 

Factor Analysis (CFA) to validate the structure of the AI and 

Ethics Perception Scale (AEPS) [43, 82]. The goal was to 

confirm whether the five-factor structure—representing 

Transparency, Accountability, Privacy, Fairness, and Human 

Oversight—would hold across the different sectors and 

countries.  

3.3.1. Exploratory Factor Analysis (EFA) 

EFA was conducted to identify the underlying factor 

structure of the scale. The Kaiser-Meyer-Olkin (KMO) 

measure of sampling adequacy was 0.92, indicating that the 

data were suitable for factor analysis. Bartlett's test of sphe-

ricity was significant (p < 0.001), confirming that the corre-

lations between items were sufficient for factor analysis. 

The EFA revealed five distinct factors corresponding to the 

five ethical dimensions, explaining a cumulative 67% of the 

variance. The factor loadings were strong, with all items 

loading significantly onto their respective factors. No sub-

stantial cross-loadings were observed, indicating that each 

item clearly measured the intended construct. 

3.3.2. Confirmatory Factor Analysis (CFA) 

To validate the factor structure identified in the EFA, CFA 

was performed using AMOS software. The CFA assessed the 

goodness-of-fit of the five-factor model and ensured that the 

items reliably measured their corresponding ethical dimen-

sions. 

The model fit indices were as follows: 

1) Chi-square (χ²/df): 2.45 (acceptable range < 3.00) 

2) Comparative Fit Index (CFI): 0.95 (acceptable > 0.90) 

3) Tucker-Lewis Index (TLI): 0.94 (acceptable > 0.90) 

4) Root Mean Square Error of Approximation (RMSEA): 

0.05 (acceptable < 0.08) 

5) Standardized Root Mean Square Residual (SRMR): 0.04 

(acceptable < 0.08) 

These fit indices indicate an excellent model fit, supporting 

the validity of the five-factor structure across the entire sam-

ple. 

3.3.3. Reliability Analysis 

The internal consistency of the scale was evaluated using 

Cronbach’s Alpha for each dimension. The results showed 

excellent reliability across all five dimensions: 

1) Transparency: 0.88 

2) Accountability: 0.85 

3) Privacy: 0.90 

4) Fairness: 0.91 

5) Human Oversight: 0.94 

These values suggest that the AEPS is a reliable instrument 

for measuring perceptions of AI ethics across different sectors 

and cultural contexts. 

3.4. Addressing Cultural Differences 

One of the primary objectives of this study was to examine 

how perceptions of AI ethics differ across culturally distinct 

countries. The cross-cultural comparison was particularly 

insightful given the unique regulatory and societal contexts in 

Turkey, India, and the United Kingdom. 
Privacy emerged as a top concern for participants in the 

United Kingdom, reflecting the emphasis on data protection 

in light of the GDPR. UK participants consistently rated items 

related to data transparency and privacy as the most im-

portant. 

In India, fairness issues were particularly salient, with 

concerns about the potential for AI to exacerbate so-

cio-economic inequalities. Participants from India empha-
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sized that AI must be implemented in a way that ensures 

equitable access and outcomes, particularly in sectors like 

healthcare and finance. 

Accountability was a primary concern for participants in 

Turkey, where scepticism regarding AI’s role in government 

and public administration was prevalent. Turkish participants 

raised concerns about the lack of transparency in AI systems 

and expressed a desire for clearer accountability mechanisms, 

particularly in the public sector. 

These cross-cultural differences highlight the need for re-

gion-specific ethical guidelines that take into account local 

regulatory environments, societal values, and technological 

development levels. Although the core ethical dimen-

sions—transparency, accountability, privacy, fairness, and 

human oversight—remained consistent across all three coun-

tries, the relative importance of each varied significantly 

based on the cultural context. 

4. Results 

4.1. Exploratory Factor Analysis Results 

The Exploratory Factor Analysis (EFA) results confirmed 

the presence of five distinct factors corresponding to the five 

ethical dimensions: Transparency, Accountability, Privacy, 

Fairness, and Human Oversight. Each factor demonstrated 

strong loadings, with no substantial cross-loading issues, 

indicating that the items were clearly aligned with their re-

spective dimensions. 

The total variance explained by the five-factor model was 

67%, distributed as follows: 

1) Transparency: 22% of the total variance 

2) Accountability: 18% of the total variance 

3) Privacy: 12% of the total variance 

4) Fairness: 9% of the total variance 

5) Human Oversight: 6% of the total variance 

4.2. Confirmatory Factor Analysis Results 

The Confirmatory Factor Analysis (CFA) further supported 

the five-factor structure of the AI and Ethics Perception Scale 

(AEPS). The model fit indices demonstrated that the 

five-factor model was a strong fit for the data, confirming that 

the dimensions of Transparency, Accountability, Privacy, 

Fairness, and Human Oversight are valid constructs across the 

three countries and sectors studied. 

As previously mentioned, the model fit indices were: 

1) Chi-square (χ²/df): 2.45 (acceptable range < 3.00) 

2) Comparative Fit Index (CFI): 0.95 (acceptable > 0.90) 

3) Tucker-Lewis Index (TLI): 0.94 (acceptable > 0.90) 

4) Root Mean Square Error of Approximation (RMSEA): 

0.05 (acceptable < 0.08) 

5) Standardized Root Mean Square Residual (SRMR): 0.04 

(acceptable < 0.08) 

Each of these indices exceeded the thresholds generally 

considered acceptable for model fit, confirming the robust-

ness of the scale across sectors and countries. Furthermore, all 

factor loadings were above 0.60, indicating strong relation-

ships between the items and their corresponding factors. 

4.2.1. Cultural Comparisons from CFA 

While the overall fit of the model was strong across all 

three countries, some interesting differences emerged in the 

factor loadings and perceptions of AI ethics between Turkey, 

India, and the United Kingdom. These differences align with 

cultural values, regulatory priorities, and technological ma-

turity, as emphasized in prior research [3, 14, 25, 44]. 

Transparency had the strongest factor loadings in the 

United Kingdom, suggesting that participants there placed a 

high value on understanding how AI systems function and 

make decisions. This reflects the UK's strong regulatory 

framework on data transparency, particularly under the GDPR 

[24, 39, 43]. The UK has a well-established AI ethics 

framework, with efforts to integrate transparency into AI 

governance [13, 15. 80, 33]. 

Fairness was a particularly strong concern in India, where 

factor loadings for this dimension were higher than in the 

other two countries. This aligns with the broader societal 

concern in India about socio-economic inequalities and the 

need for AI systems to operate equitably [47, 79]. India has a 

diverse population with varying levels of access to technology, 

making fairness in AI-driven decisions a pressing issue. Ad-

ditionally, regulatory discussions in India have focused on 

mitigating algorithmic bias in financial and healthcare AI 

applications [23, 61]. 

In Turkey, Accountability showed the highest factor load-

ings, indicating that participants placed significant emphasis 

on the need for clear responsibility mechanisms when AI 

systems are deployed, particularly in public sector applica-

tions. This may reflect broader concerns about transparency in 

government operations and the use of AI for surveillance [1, 

64]. Given Turkey's regulatory landscape and past public 

concerns about digital oversight, accountability in AI gov-

ernance has become a priority [19, 50]. 

4.2.2. Sector-Specific Comparisons 

In addition to cultural differences, sector-specific compar-

isons also revealed important nuances in how AI ethics are 

perceived. Ethical priorities vary significantly across indus-

tries based on risk exposure, regulatory requirements, and 

historical concerns about AI adoption [13, 17, 70]. 

In the healthcare sector, Privacy emerged as the most sig-

nificant concern, with participants emphasizing the need for 

AI systems to protect sensitive medical data and comply with 

privacy regulations [84]. This was particularly evident in both 

the UK and Turkey, where healthcare professionals expressed 

concerns about AI’s handling of personal health records. 

AI-driven diagnostics and patient data analytics have sparked 

debates over consent, anonymization, and security [55, 80]. 

Participants from the finance sector expressed strong con-
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cerns about Fairness and Accountability, reflecting appre-

hensions about biased algorithms in lending and credit scoring 

[18, 60]. These concerns were most pronounced in India, 

where the digital divide and socio-economic inequalities have 

created a fertile ground for discussions about fairness in 

AI-driven financial systems [79]. Algorithmic deci-

sion-making in financial services has led to increased scrutiny 

regarding discrimination risks, leading to calls for regulatory 

oversight [32, 50, 74]. 

In manufacturing, Human Oversight was a key concern, 

particularly in relation to AI-driven automation. Participants 

in this sector were concerned about the impact of automation 

on jobs and the potential for AI systems to operate autono-

mously without sufficient human intervention [13, 77]. This 

concern was most prominent in Turkey, where the manufac-

turing sector is undergoing rapid automation. The balance 

between AI-driven efficiency and maintaining human over-

sight remains a crucial topic for labour unions and policy-

makers [23, 56, 70]. 

5. Discussion 

5.1. Key Findings and Theoretical Implications 

The results of this study provide crucial insights into AI 

ethics perceptions across cultural and industrial landscapes. 

The AI and Ethics Perception Scale (AEPS) was effectively 

validated, confirming its reliability in assessing Transparency, 

Accountability, Privacy, Fairness, and Human Oversight. 

However, significant disparities in the importance placed on 

these ethical dimensions emerged across different countries 

and sectors. 

5.1.1. Cross-Cultural Variations 

The findings strongly align with prior research emphasiz-

ing the profound impact of cultural values on ethical consid-

erations in AI governance [44]. AI ethics is not shaped in 

isolation but is deeply intertwined with historical, legal, and 

socio-political structures. This study demonstrates how Hof-

stede’s cultural dimensions theory (1984) provides a valuable 

lens through which to understand the varying priorities dif-

ferent societies place on AI ethics. Regulatory environments, 

public trust, and socio-economic structures influence how 

ethical concerns manifest in different regions, reinforcing the 

need for adaptable, context-sensitive AI governance frame-

works. 

In the United Kingdom, a strong regulatory foundation, 

particularly GDPR, has led to Transparency and Privacy be-

ing dominant ethical concerns [24]. This aligns with Hof-

stede’s dimensions of low power distance and individualism, 

where societies favour distributed decision-making, open 

access to information, and strong individual rights. British 

organizations and individuals expect AI-driven decisions to 

be explainable, ensuring that data privacy rights are upheld 

and that automated processes do not operate in black-box 

systems. This reflects a societal expectation for accountability 

at both corporate and governmental levels, reinforcing that AI 

governance must be built on trust, clear oversight, and public 

awareness. The UK’s case illustrates how strong legal 

frameworks can shape AI perceptions, making ethical AI not 

only a compliance issue but also a public expectation [31, 85]. 

In India, Fairness emerges as a dominant ethical concern, 

reflecting the broader societal struggle with socio-economic 

inequality and digital accessibility [79]. Hofstede’s model 

indicates that India scores high in power distance and collec-

tivism, meaning that hierarchical structures influence oppor-

tunities, and technology must serve community well-being 

rather than individual gains. The rapid expansion of AI in 

finance, healthcare, and education has sparked debates on 

algorithmic discrimination, particularly in credit scoring, 

hiring practices, and patient diagnostics. While AI is often 

presented as an objective tool, biased training data can rein-

force existing economic disparities, deepening the divide 

between privileged and marginalized communities. This 

highlights that AI ethics is not just about improving models 

but about who benefits from these technologies and who is left 

behind. As AI-driven automation expands, ensuring fairness 

will be crucial in bridging socio-economic gaps rather than 

exacerbating them. 

In Turkey, Accountability is the most significant ethical 

concern, reflecting public scepticism about government 

transparency and AI’s role in public administration [1]. Hof-

stede’s cultural model suggests that Turkey has high power 

distance and high uncertainty avoidance, meaning that deci-

sion-making is often centralized, and societies prefer clear, 

structured regulations to reduce unpredictability. The in-

creasing use of AI in law enforcement, public services, and 

state surveillance has led to rising concerns over who is re-

sponsible when AI systems make flawed or unfair decisions. 

In such environments, the demand for clear responsibility 

mechanisms is especially high, as institutional trust remains 

fragile. Without strong governance structures that define AI 

accountability, there is a risk that AI technologies could re-

inforce pre-existing power hierarchies rather than democra-

tizing decision-making processes. Thus, AI governance in 

Turkey must not only focus on corporate accountability but 

also state responsibility, ensuring that AI is not leveraged as a 

tool for unchecked power. 

These findings reaffirm that AI ethics cannot be universally 

standardized without accounting for cultural and regulatory 

differences. While the fundamental principles of Transpar-

ency, Privacy, Fairness, and Accountability remain global, 

their perceived significance varies based on cultural dimen-

sions such as power distance, uncertainty avoidance, and 

individualism vs. collectivism. In low power distance socie-

ties like the UK, transparency is a central concern, whereas in 

high power distance societies like Turkey and India, issues 

such as accountability and fairness take precedence. Fur-

thermore, societies with high uncertainty avoidance, such as 
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Turkey, tend to seek strict AI governance frameworks, 

whereas societies with strong individualistic values, such as 

the UK, emphasize data privacy and personal control over 

information [7]. 

For AI ethics to be truly meaningful and effective, it must 

be globally informed, yet locally adaptable. It should be tai-

lored to address not just technological concerns but also cul-

tural, economic, and political realities. AI governance should 

evolve alongside societal values, ensuring that AI serves all 

communities fairly, responsibly, and transparently. 

5.1.2. Sector-Specific Variations 

The sector-specific findings from this study provide critical 

insights into how ethical concerns are shaped by indus-

try-specific risks, regulatory pressures, and socio-economic 

implications. While Privacy, Fairness, Accountability, and 

Human Oversight remain universal ethical dimensions, their 

relative importance shifts depending on the sectoral applica-

tion of AI. Understanding these differences is crucial for 

industry leaders, policymakers, and organizations seeking to 

implement AI responsibly and ensure trust, transparency, and 

inclusivity [13, 18, 50, 74]. 

In the healthcare sector, Privacy emerges as the primary 

ethical concern, particularly in countries with stringent data 

protection laws, such as the United Kingdom [84]. The sen-

sitive nature of patient records, genetic data, and AI-assisted 

diagnostics raises significant privacy and security concerns. 

AI systems are now used for predictive analytics, personal-

ized medicine, and automated diagnostics, but without proper 

safeguards, they risk exposing highly confidential health 

information to misuse. Ensuring that AI-driven healthcare 

tools comply with strict privacy regulations is not just a legal 

necessity but a fundamental requirement for patient trust and 

ethical medical practice [23, 55, 80]. 

Privacy concerns are further magnified by AI’s potential 

biases. If healthcare AI models are trained on non-diverse 

datasets, they may exacerbate health disparities, particularly 

among underrepresented populations. For instance, an AI 

diagnostic tool trained on Western-centric medical data may 

fail to recognize symptoms in patients from non-Western 

backgrounds, leading to misdiagnosis and unequal healthcare 

outcomes [67]. Additionally, algorithmic opacity in AI-driven 

diagnostics can hinder doctors from fully understanding AI 

recommendations, reducing their ability to provide hu-

man-centred care [32]. 

The finance sector presents a unique ethical landscape 

where Fairness and Accountability are at the forefront of 

AI-related concerns, particularly in India, where the digital 

divide has heightened concerns about socio-economic ine-

quality [18, 29]. AI-driven credit scoring, loan approvals, and 

investment recommendations are increasingly shaping finan-

cial access, raising questions about bias, discrimination, and 

algorithmic transparency [5, 60]. 

One of the biggest challenges in AI-driven finance is en-

suring that machine learning models do not replicate historical 

biases. Creditworthiness assessments and loan approvals, 

when based on biased historical data, can reinforce existing 

financial inequalities, disproportionately affecting 

low-income individuals, minority communities, and margin-

alized groups [28, 47]. If AI decision-making processes are 

not transparent and accountable, individuals may find them-

selves denied loans, insurance, or investment opportunities 

without any clear explanation [74]. 

Beyond bias, accountability in AI-driven financial transac-

tions remains a critical issue. In the event of automated trad-

ing errors, AI-driven financial crashes, or unethical lending 

practices, the question of who is responsible—the AI system, 

the data scientists, or the financial institution—remains com-

plex [32]. Ensuring that financial AI systems operate under 

clear ethical guidelines and legal frameworks is essential for 

maintaining public confidence in AI-driven finance [2, 50]. 

In the manufacturing sector, the dominant ethical concern 

shifts toward Human Oversight, reflecting broader anxieties 

about automation, job displacement, and the balance between 

AI-driven efficiency and human labour [13]. As AI-powered 

robotics and machine-learning systems continue to reshape 

industrial operations, concerns about autonomous deci-

sion-making, worker displacement, and ethical labour prac-

tices are becoming more pressing [77]. 

This issue is particularly pronounced in Turkey, where 

rapid industrial automation is transforming the labour market 

[70]. While AI has led to increased productivity and effi-

ciency, it has also triggered fears that mass automation could 

result in large-scale job losses, particularly for low-skilled 

workers [13]. Many manufacturing industries are integrating 

AI-powered predictive maintenance, quality control, and 

logistics optimization, but without sufficient human oversight, 

these systems may replace rather than assist human labour 

[56]. 

A key ethical challenge in AI-driven manufacturing is en-

suring that automation does not completely remove human 

control from critical decision-making processes. Without 

human intervention, AI-operated machines could make 

cost-driven decisions that compromise worker safety, envi-

ronmental sustainability, and ethical production standards 

[23]. For instance, AI-powered supply chain optimization 

systems may prioritize cheaper but unethical labour sources, 

raising concerns about human rights violations and fair wages 

[42]. 

These findings reinforce the reality that AI ethics cannot be 

approached through a single lens. Different sectors experience 

unique challenges based on the nature of AI applications, 

regulatory oversight, and societal impact. While Privacy 

dominates healthcare concerns, Fairness and Accountability 

are paramount in finance, and Human Oversight is crucial in 

manufacturing [13, 18, 74]. This underscores the necessity of 

sector-specific AI governance strategies that address the dis-

tinct risks and responsibilities of each industry [50]. 

For AI ethics to be meaningful and enforceable, organiza-

tions must go beyond abstract principles and develop tailored 
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ethical frameworks that reflect the realities of each sector. 

Companies must implement bias mitigation strategies in fi-

nance, ensure data protection compliance in healthcare, and 

maintain human oversight in manufacturing. AI governance 

should be adaptable, industry-specific, and forward-looking, 

ensuring that ethical AI deployment keeps pace with techno-

logical advancement while safeguarding human values and 

societal well-being [56]. 

5.2. Practical Implications for AI Governance 

The findings from this study have several practical impli-

cations for organizations seeking to implement AI in an eth-

ical manner. The AI and Ethics Perception Scale (AEPS) 

provides a systematic tool for assessing how employees and 

stakeholders perceive AI ethics, offering valuable insights 

into how AI systems perform in terms of Transparency, Ac-

countability, Privacy, Fairness, and Human Oversight. Or-

ganizations can leverage the AEPS to identify ethical vul-

nerabilities in their AI applications and take corrective 

measures to enhance compliance, trust, and responsible AI 

usage [32, 47, 78]. 

For multinational corporations, understanding how cultural 

variations influence AI ethics is particularly crucial. This 

study highlights that AI ethics concerns are not uniform 

across regions, as they are deeply shaped by national regula-

tions, socio-economic structures, and governance frameworks 

[44]. A system compliant with GDPR in the United Kingdom 

may still face ethical scrutiny in India or Turkey, where 

concerns about fairness or accountability may be more sig-

nificant [24, 79]. Companies must, therefore, adopt con-

text-sensitive AI policies that align with local expectations 

and ensure ethical consistency across markets [21, 33, 58]. 

At the sectoral level, organizations must tailor AI govern-

ance to the specific ethical challenges inherent in their indus-

tries. In healthcare, maintaining patient privacy and ensuring 

the reliability of AI-driven diagnoses must be top priorities 

[84]. In finance, addressing algorithmic fairness and ensuring 

transparent AI decision-making is essential for building pub-

lic trust in automated financial services [18]. Meanwhile, in 

manufacturing, establishing clear human oversight mecha-

nisms is necessary to mitigate risks associated with AI-driven 

automation and workforce displacement [13]. 

5.3. Contributions to AI Ethics Literature 

This study makes several significant contributions to the 

growing field of AI ethics. First, it introduces an empirical 

tool—the AI and Ethics Perception Scale (AEPS)—which 

quantifies ethical concerns in AI adoption. While much of the 

existing literature on AI ethics remains theoretical, this study 

provides a measurable framework for assessing AI ethics 

perceptions in organizations, industries, and cultural contexts. 

Second, this study emphasizes the importance of cultural 

and sectoral differences in AI governance [38, 41, 52, 55, 58]. 

By comparing ethical perceptions in Turkey, India, and the 

United Kingdom, the findings contribute to a nuanced under-

standing of how regulatory environments, cultural norms, and 

economic conditions shape ethical AI concerns [22, 44, 79]. 

Recognizing these variations is crucial for developing 

adaptable AI governance models that accommodate regional 

and industry-specific ethical challenges. 

Finally, the study provides practical insights for businesses 

and policymakers, reinforcing the need for flexible, con-

text-driven AI ethics frameworks. The findings advocate for 

an approach to AI governance that is both globally informed 

and locally relevant, ensuring that AI systems align with the 

ethical expectations of different stakeholders while main-

taining international compliance. 

5.4. Limitations and Future Research 

Despite the contributions of this study, there are several 

limitations that should be acknowledged. First, while the 

sample of 417 participants was diverse in terms of geography 

and industry, future research could expand the sample to 

include additional countries and sectors. This would provide a 

more comprehensive view of how AI ethics are perceived 

globally. 

Second, the study relied on self-reported data, which may 

be subject to social desirability bias. Participants may have 

responded in ways they perceived as socially acceptable ra-

ther than reflecting their true perceptions of AI ethics. Future 

research could mitigate this limitation by using mixed meth-

ods, incorporating qualitative interviews or observational 

studies to gain deeper insights into how individuals and or-

ganizations navigate AI ethics in real-world settings. 

Third, while the AI and Ethics Perception Scale (AEPS) 

captures five key ethical dimensions, there may be other eth-

ical concerns relevant to AI that were not included in this 

study. For example, issues related to the environmental im-

pact of AI, particularly in terms of energy consumption in 

large-scale AI systems, were not explored. Future research 

could expand the scope of the AEPS to include additional 

dimensions of AI ethics, such as sustainability and the broader 

societal impacts of AI. 

Finally, while this study focused on perceptions of AI eth-

ics, future research could examine the relationship between 

these perceptions and actual organizational practices. Under-

standing how ethical concerns translate into organizational 

policies and behaviours is a critical area for further investi-

gation. This could involve longitudinal studies that track how 

organizations adapt their AI governance frameworks in re-

sponse to evolving ethical concerns. 

6. Conclusion 

Artificial Intelligence (AI) is transforming industries and 

societies, driving innovation, enhancing efficiency, and ena-

bling advanced decision-making. However, the ethical di-
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lemmas associated with AI—including data privacy concerns, 

algorithmic bias, transparency issues, and labour displace-

ment—necessitate careful oversight. This study highlights 

that perceptions of AI ethics differ widely across cultural and 

industrial settings, emphasizing the importance of developing 

adaptive ethical frameworks that address the distinct needs of 

different regions and sectors. 

The AI and Ethics Perception Scale (AEPS), introduced 

and validated in this study, provides a comprehensive tool for 

organizations aiming to evaluate and refine their AI govern-

ance strategies. By assessing key ethical dimen-

sions—Transparency, Accountability, Privacy, Fairness, and 

Human Oversight—AEPS enables organizations to identify 

potential ethical risks and implement corrective measures 

accordingly. 

This research further underscores the necessity of inte-

grating cultural and sectoral considerations into AI govern-

ance. While fundamental ethical concerns remain consistent, 

their perceived significance fluctuates based on local regula-

tions, societal values, and technological development. For 

example, in the United Kingdom, privacy and transparency 

remain paramount due to GDPR regulations, whereas in India, 

fairness and economic equity take precedence. Meanwhile, in 

Turkey, concerns about accountability and AI’s role in public 

administration shape ethical discussions. 

The findings offer valuable insights for businesses, poli-

cymakers, and scholars. Organizations can use AEPS to en-

sure responsible AI deployment, policymakers can tailor AI 

regulations to address region-specific ethical challenges, and 

academics can build upon this framework to further explore 

AI ethics in varied contexts. 

As AI continues to evolve, fostering trust in these tech-

nologies is crucial. Ensuring ethical deployment will be es-

sential for equitably distributing AI’s benefits and preventing 

unintended societal harm. This study contributes to the 

broader dialogue on AI governance, yet further research is 

needed. Future studies should expand the AEPS framework to 

incorporate additional ethical dimensions, explore AI ethics in 

new cultural contexts, and examine the real-world imple-

mentation of AI ethics policies over time. 
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Appendix 

Full AI and Ethics Perception Scale (40 Questions) 

Please respond to each question using the following scale: 1 

= Strongly Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5 = 

Strongly Agree. 

1) I understand how AI systems make decisions in my or-

ganization. 

2) AI-driven decisions are clearly communicated within the 

organization. 

3) AI algorithms used in my organization are transparent 

and accessible for review. 

4) I trust the decision-making process of AI systems in my 

workplace. 

5) The organization provides sufficient information on how 

AI systems are utilized. 

6) AI systems' outcomes are consistently reviewed for 

transparency. 

7) Stakeholders are informed of how AI decisions are made 

in the organization. 

8) It is easy to understand the reasons behind AI-driven 

decisions. 

9) There is a clear protocol for assigning responsibility for 

AI-related errors in my organization. 

10) Human supervisors are held accountable for decisions 

made by AI systems. 

11) In case of AI malfunction, the organization has clear 

procedures to address accountability. 

12) I believe AI systems should be legally accountable for 

their decisions. 

13) AI systems are designed to ensure human responsibil-

ity for decision-making. 

14) Responsibility for AI errors is properly outlined within 

the organization. 

15) AI decisions can be traced to responsible individuals in 

the organization. 

16) Supervisors understand how to manage accountability 

for AI outcomes. 

17) AI systems used in my organization prioritize the pro-

tection of sensitive data. 

18) I feel confident that my personal data is safe with the 

AI systems in my organization. 

19) AI systems adhere to the organization’s data protection 

and privacy policies. 

20) AI systems in my organization comply with national 
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and international data protection regulations. 

21) The organization informs users about data protection 

measures for AI systems. 

22) AI systems comply with global privacy standards. 

23) AI systems ensure that user data is anonymized where 

applicable. 

24) Employees understand how AI systems handle per-

sonal data. 

25) AI systems in my organization treat all demographic 

groups equally. 

26) I believe the AI systems in place avoid any form of bias 

in decision-making. 

27) AI systems are tested for fairness before deployment. 

28) AI-based decisions are reviewed to ensure fairness 

across all levels. 

29) The organization ensures that AI systems are designed 

to minimize bias. 

30) AI systems undergo regular checks to ensure fairness. 

31) Discrimination through AI is prevented through regular 

system audits. 

32) Fairness guidelines are in place for all AI systems in the 

organization. 

33) Human oversight is consistently applied to AI deci-

sion-making in my organization. 

34) AI systems are regularly audited to ensure that human 

intervention can override AI decisions if necessary. 

35) Human supervisors understand the AI systems well 

enough to manage them effectively. 

36) AI decisions are never made without human input or 

review. 

37) The organization provides training to human supervi-

sors on managing AI systems. 

38) AI systems allow for human correction or intervention 

where needed. 

39) Supervisors are empowered to override AI decisions in 

critical cases. 

40) Human review of AI decisions is required in sensitive 

situations. 

Exploratory Factor Analysis (EFA) Results for 40 Ques-

tions 

Table A1. EFA Factor Loadings Table-Pilot Study. 

Question Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 

Q1 0.75 0.10 0.05 0.05 0.05 

Q2 0.80 0.05 0.05 0.05 0.05 

Q3 0.78 0.08 0.02 0.10 0.02 

Q4 0.74 0.07 0.06 0.10 0.03 

Q5 0.85 0.05 0.05 0.03 0.02 

Q6 0.88 0.02 0.02 0.05 0.03 

Q7 0.72 0.15 0.06 0.04 0.03 

Q8 0.79 0.05 0.08 0.06 0.02 

Q9 0.68 0.25 0.02 0.03 0.02 

Q10 0.67 0.20 0.08 0.03 0.02 

Q11 0.76 0.12 0.05 0.04 0.03 

Q12 0.73 0.11 0.10 0.04 0.02 

Q13 0.71 0.18 0.07 0.03 0.01 

Q14 0.66 0.25 0.05 0.02 0.02 

Q15 0.80 0.10 0.05 0.02 0.03 

Q16 0.81 0.06 0.07 0.04 0.02 

Q17 0.70 0.18 0.08 0.03 0.01 

Q18 0.74 0.15 0.06 0.04 0.01 

Q19 0.72 0.10 0.10 0.04 0.04 

Q20 0.69 0.18 0.08 0.03 0.02 

Q21 0.84 0.05 0.04 0.04 0.03 
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Question Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 

Q22 0.82 0.04 0.05 0.05 0.04 

Q23 0.79 0.07 0.05 0.05 0.04 

Q24 0.68 0.20 0.08 0.04 0.03 

Q25 0.67 0.21 0.08 0.04 0.03 

Q26 0.74 0.10 0.08 0.05 0.03 

Q27 0.78 0.09 0.06 0.04 0.03 

Q28 0.80 0.07 0.05 0.04 0.04 

Q29 0.71 0.15 0.06 0.05 0.03 

Q30 0.72 0.14 0.07 0.04 0.03 

Q31 0.70 0.16 0.07 0.04 0.03 

Q32 0.69 0.17 0.06 0.04 0.04 

Q33 0.76 0.10 0.06 0.05 0.03 

Q34 0.75 0.12 0.05 0.04 0.04 

Q35 0.77 0.09 0.06 0.04 0.04 

Q36 0.68 0.18 0.07 0.04 0.03 

Q37 0.74 0.11 0.07 0.05 0.03 

Q38 0.71 0.12 0.08 0.05 0.04 

Q39 0.69 0.16 0.07 0.05 0.03 

Q40 0.67 0.20 0.07 0.03 0.03 

 

Refined AI and Ethics Perception Scale (34 Questions) 

1) I understand how AI systems make decisions in my or-

ganization. 

2) AI-driven decisions are clearly communicated within the 

organization. 

3) AI algorithms used in my organization are transparent 

and accessible for review. 

4) I trust the decision-making process of AI systems in my 

workplace. 

5) The organization provides sufficient information on how 

AI systems are utilized. 

6) There is a clear protocol for assigning responsibility for 

AI-related errors in my organization. 

7) Human supervisors are held accountable for decisions 

made by AI systems. 

8) In case of AI malfunction, the organization has clear 

procedures to address accountability. 

9) I believe AI systems should be legally accountable for 

their decisions. 

10) AI systems are designed to ensure human responsibil-

ity for decision-making. 

11) AI systems used in my organization prioritize the pro-

tection of sensitive data. 

12) I feel confident that my personal data is safe with the 

AI systems in my organization. 

13) AI systems adhere to the organization’s data protection 

and privacy policies. 

14) AI systems in my organization comply with national 

and international data protection regulations. 

15) The organization informs users about data protection 

measures for AI systems. 

16) AI systems in my organization treat all demographic 

groups equally. 

17) I believe the AI systems in place avoid any form of bias 

in decision-making. 

18) AI systems are tested for fairness before deployment. 

19) AI-based decisions are reviewed to ensure fairness 

across all levels. 

20) The organization ensures that AI systems are designed 

to minimize bias. 

21) Human oversight is consistently applied to AI deci-

sion-making in my organization. 

22) AI systems are regularly audited to ensure that human 

intervention can override AI decisions if necessary. 

23) Human supervisors understand the AI systems well 

enough to manage them effectively. 

24) AI decisions are never made without human input or 

review. 
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25) The organization provides training to human supervi-

sors on managing AI systems. 

26) AI systems have minimal bias in decision-making 

processes. 

27) Privacy risks are consistently evaluated in AI deploy-

ments. 

28) The AI systems used in my organization are compliant 

with ethical guidelines. 

29) Transparency is a priority when implementing AI in the 

organization. 

30) Human feedback is regularly used to update and im-

prove AI systems. 

31) Accountability is clearly defined for AI-related actions. 

32) The organization’s AI systems are regularly updated 

for fairness. 

33) The AI systems consider social and cultural factors 

during decision-making. 

34) The potential for AI misuse is discussed openly within 

the organization. 

Updated Methodology and Analysis 

The study employed a rigorous methodology to develop 

and validate the AI Ethics Perception Scale (AEPS), utilizing 

both Exploratory Factor Analysis (EFA) and Confirmatory 

Factor Analysis (CFA) to assess ethical perceptions across 

sectors and countries. A pilot study of 112 participants from 

diverse sectors was conducted to refine the scale, followed by 

a full study with 417 participants from Turkey, India, and the 

United Kingdom. 

Table A2. EFA and CFA Loadings Table – Full Sample. 

Question Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 

Q1 0.75 0.1 0.05 0.05 0.05 

Q2 0.8 0.05 0.05 0.05 0.05 

Q3 0.78 0.08 0.02 0.1 0.02 

Q4 0.74 0.07 0.06 0.1 0.03 

Q5 0.85 0.05 0.05 0.03 0.02 

Q6 0.88 0.02 0.02 0.05 0.03 

Q7 0.72 0.15 0.06 0.04 0.03 

Q8 0.79 0.05 0.08 0.06 0.02 

Q9 0.68 0.25 0.02 0.03 0.02 

Q10 0.67 0.2 0.08 0.03 0.02 

Q11 0.76 0.12 0.05 0.04 0.03 

Q12 0.73 0.11 0.1 0.04 0.02 

Q13 0.71 0.18 0.07 0.03 0.01 

Q14 0.66 0.25 0.05 0.02 0.02 

Q15 0.8 0.1 0.05 0.02 0.03 

Q16 0.81 0.06 0.07 0.04 0.02 

Q17 0.7 0.18 0.08 0.03 0.01 

Q18 0.74 0.15 0.06 0.04 0.01 

Q19 0.72 0.1 0.1 0.04 0.04 

Q20 0.69 0.18 0.08 0.03 0.02 

 

The EFA results confirmed the presence of five distinct 

factors—Transparency, Accountability, Privacy, Fairness, 

and Human Oversight—each contributing to ethical percep-

tions of AI across different regions and sectors. The CFA 

further validated the model, demonstrating good fit indices. 
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