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Abstract 

Background: Lassa fever, a severe viral hemorrhagic fever caused by the Lassa virus, is a significant public health concern in 

West Africa, particularly in Nigeria. First identified in the 1950s, Lassa fever has been a persistent threat, causing outbreaks 

annually. This study investigates the temporal patterns and trends of Lassa fever outbreaks in Nigeria between 2017 and 2023, 

leveraging a comprehensive dataset from the Nigerian Centre for Disease Control (NCDC). Objective: The goal of this study is to 

analyze the seasonal variations and predict future occurrences of Lassa fever outbreaks in Nigeria. By employing the 

Box-Jenkins time series analysis and geo-spatial analysis, we aim to: Identify temporal patterns by Examining monthly and 

annual trends in Lassa fever case numbers, Forecast future outbreaks by utilizing an ARIMA model to predict future incidence 

rates and inform public health strategies by providing evidence-based recommendations to improve Lassa fever prevention and 

control efforts. Methods: This study utilized a secondary dataset comprising over 60 data points collected from the NCDC portal 

between 2017 and 2023. The Box-Jenkins time series analysis, specifically the ARIMA model, was employed to analyze the 

temporal patterns and forecast future trends. The model's adequacy was assessed using the Ljung-Box test. Additionally, 

geo-spatial analysis was conducted to visualize the spatial distribution of Lassa fever cases. Results: The analysis revealed 

distinct seasonal patterns in Lassa fever incidence, influenced by Nigeria's climatic and environmental conditions. Monthly 

fluctuations in confirmed cases were observed, with peak periods aligning with specific seasons. The ARIMA (0, 1, 1)(0, 1, 1)12 

model demonstrated a strong fit to the data, providing reliable forecasts for future outbreaks. Conclusion: This study underscores 

the importance of strengthening surveillance systems for early detection and rapid response to Lassa fever outbreaks, particularly 

during peak seasons. Implementing effective rodent control measures, promoting good hygiene practices, and improving 

environmental sanitation are crucial for reducing the risk of Lassa fever transmission. Furthermore, enhancing collaboration 

between government agencies, healthcare providers, and research institutions is essential for optimizing Lassa fever prevention 

and control efforts. 
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1. Introduction 

Arenaviruses are a type of RNA virus with a unique genetic 

structure. They are classified as bi-segmented ambience RNA 

viruses and are members of the Arenaviridae family [1]. At 

least eight arenaviruses are known to cause human disease 

and these viruses have been responsible for significant out-

breaks in different parts of the world [2]. Disease caused by 

arenaviruses can vary in severity from relatively mild, to 

severe, leading to hemorrhagic fevers and other serious 

symptoms [3]. Lassa fever, a viral hemorrhagic disease 

caused by the Lassa virus (LASV), belonging to the Are-

naviridae family remains a major problem of public health 

concern in Nigeria and other West African countries. It was 

first detected in 1969 in the city of Lassa, Borno State, Nigeria, 

during an outbreak that claimed the lives of two missionary 

nurses [4, 6]. Since then, the disease has been recognized as 

an endemic threat in several West African countries, includ-

ing Nigeria, Sierra Leone, Liberia, and Guinea. The primary 

host of Lassa virus is the multimammate rat (Mastomys na-

talensis), which carries the virus asymptomatically and sheds 

it in urine and feces. Human infection usually occurs through 

contact with contaminated surfaces or ingestion of food con-

taminated with the infected rodent feces or urine or the ro-

dents themselves. Human-to-human transmission via contact 

exposure to the virus from the blood or bodily fluids of an 

infected person is also commonly seen [4]. Laboratory 

transmission can also occur, particularly in health care set-

tings in the absence of adequate infection prevention [5]. The 

clinical manifestations of Lassa virus infection can vary sig-

nificantly among patients. Commonly reported signs and 

symptoms tend to emerge within a window of one to three 

weeks following exposure to the virus. The incubation period 

and time to symptom onset vary, reflecting the diverse ways 

the disease manifests in different individuals [7]. About 80% 

of people infected have mild or no symptoms, while 20% of 

those infected develop more serious symptoms, such as 

bleeding (in the fingers, eyes or nose), difficulty breathing and 

often vomiting, facial swelling, chest pain, back pain and 

stomach pain [4, 8]. 

Characterized by its seasonal outbreaks, Lassa fever poses 

a serious threat to human health, with the potential for mas-

sive infection and high mortality if not managed effectively. 

Understanding the dynamics of Lassa fever outbreaks, espe-

cially with respect to seasonality, is important to design tar-

geted intervention strategies and improve healthcare prepar-

edness in endemic regions. In recent years, the use of predic-

tive modeling techniques has also emerged as an important 

tool to predict and understand the periodic patterns of Lassa 

fever outbreaks in Nigeria [9]. This study provides an over-

view of the observed seasonal variation in the incidence of 

Lassa fever, examines the factors contributing to this varia-

bility, and generates a relatively accurate prediction of Lassa 

fever outbreaks using data collected by the Nigeria Centre for 

Disease Control (NCDC) from weekly situational reports 

from NCDC between 2017 and 2023. 

2. Materials and Methods 

2.1. Study Design and Data Sources 

This study employed a retrospective cohort analysis of 

weekly epidemiological situation reports on suspected, con-

firmed, and probable cases, as well as case facility ratio re-

lated to Lassa fever outbreaks. The data were sourced from 

the publicly accessible Nigeria Centre for Disease Control 

(NCDC) website (https://ncdc.gov.ng/diseases/ sitreps). Over 

60 data points were extracted, covering a seven-year period 

from 2017 to 2023. The data were compiled in Microsoft 

Excel, cleaned, and validated for subsequent analysis. 

2.2. Time-Series Analysis and Forecasting 

Time series analysis and forecasting were conducted using the 

Auto-Regressive Integrated Moving Average (ARIMA) 

model. The steps involved included: first, plotting the data to 

visually inspect trends, seasonality, and potential outliers. 

Next, the data was tested for stationarity using the Augmented 

Dickey-Fuller (ADF) test, as ARIMA requires stationary data. 

Following this, an appropriate ARIMA model was identified 

by examining the autocorrelation function (ACF) and partial 

autocorrelation function (PACF) plots, which helped deter-

mine the autoregressive (p), differencing (d), and moving 

average (q) components. The data was then fitted using 

maximum likelihood estimation and the Akaike Information 

Criterion (AIC) was employed to assess the relative good-

ness-of-fit of the model. After fitting the model, diagnostic 

checks were performed, including an analysis of the residuals 

to ensure they resembled white noise, indicating a good fit. 

The validated ARIMA model was subsequently used to 

forecast future Lassa fever outbreaks, with confidence inter-

vals provided to account for predictive uncertainty. To en-

hance model accuracy, a Seasonal ARIMA (SARIMA) model 

was used due to the strong seasonal patterns. The model’s 

predictions were then compared against historical outbreak 

data to evaluate performance metrics, such as the mean ab-

solute error (MAE). A sensitivity analysis was conducted to 

understand how variations in model parameters impacted 

forecast accuracy. Finally, the model can be used to generate 

both short-term and long-term outbreak predictions, sup-

porting public health preparedness and resource allocation. 

3. Results 

The observed spatial and temporal patterns highlight the 
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complex nature of Lassa fever transmission and emphasize the need for targeted interventions in high-risk areas. (Figure 1). 

 
Figure 1. Temporal distribution of Lassa fever incidence in Nigeria, 2017– 2023. 

3.1. Time Series Analysis and Plot 

The seasonal variation of Lassa virus in Nigeria reveals dis-

tinct patterns shaped by the country's weather and environ-

mental conditions. Data from 2017 to 2023 show fluctuations in 

confirmed Lassa fever cases across different months, indicating 

clear seasonal trends in disease incidence. (Figure 2). 

 
Figure 2. Boxplot of Monthly Lassa Fever Variability from Jan-Dec 

(2017 - 2023). 

Four basic steps were taken in this study to analyze time 

series data effectively: 

3.1.1. Step 1 

The initial step in time series analysis involves constructing a 

time plot of the series. This plot displays observations on the y-axis 

against equally spaced time intervals on the x-axis. It is used to 

evaluate patterns and behaviors in the data over time. (Figure 3). 

 
Figure 3. Time Series Plot of Lassa Fever Outbreak in Nigeria from 

2017 -2023. 

3.1.2. Step 2 

The time series decomposition involves breaking down the 

observed data into four components: observed, trend, seasonal, 

and random. The observed panel shows the Lassa fever con-

firmed cases over time, capturing all variations. The trend 

component reveals the long-term progression with noticeable 

increases and decreases such as those around 2020 which may 

correlate with the COVID-19 pandemic. The seasonal com-

ponent reveals recurring patterns each year with consistent 

cycles, peaks and troughs. The random component represents 

the irregular variations or noise remaining after removing the 

trend and seasonal effects. This decomposition helps identify 

distinct structures within the time series. 
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Figure 4. Decomposition of Lassa Fever Outbreak in Nigeria. 

3.1.3. Step 3 

The first difference of the series is calculated by finding the 

change between each consecutive observation. This process 

transforms the series into differences between time points, 

which helps remove trends and stabilize the mean, making the 

data more stationary. By focusing on changes rather than 

absolute values, first differencing can reveal patterns and 

reduce the impact of non-stationarity. For each time point t, 

the first difference Δyt is calculated as (Figure 5) 

Δ 𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−1  

 
Figure 5. Time Series Plot of the First Difference of Lasa Fever 

Data. 

The second differencing of a time series involves calculating 

the difference of the already differenced data, essentially fo-

cusing on the change between consecutive differences. This 

technique is useful for eliminating both linear trends and certain 

types of seasonality, particularly when the first differencing 

does not sufficiently stabilize the series. By applying the sec-

ond difference, we can highlight the acceleration or decelera-

tion in the data, revealing subtle patterns or cycles that may not 

have been apparent after the first differencing. For each time 

point t, the second difference Δ2𝑦𝑡 𝑖𝑠 calculated as: (Figure 6). 

Δ2𝑦𝑡 = (𝑦𝑡 − 𝑦𝑡−1)  − (𝑦𝑡−1 − 𝑦𝑡−2)  

Δ2𝑦𝑡 =  𝑦𝑡 − 2𝑦𝑡−1 + 𝑦𝑡−2  

 
Figure 6. Time Series Plot of the Second Difference of Lasa Fever 

Data. 

The Augmented Dickey-Fuller (ADF) test for stationarity 

was conducted. The test showed that the unit root test is sig-

nificant (p<0.05). The series is a differenced stationary pro-

cess of order one {I(1)}. (Table 1) 

Table 1. Stationarity tests of Lassa series after first difference. 

Coefficients Estimate Std. Error t value Pr(>|t|) 

z.lag.1 -1.1966 0.1566 -7.642 4.33E-11*** 

z.diff.lag 0.2031  0.111 1.83 0.071 

 
Figure 7. ACF and PACF of Lassa Fever Outbreak (2017-2023). 

3.1.4. Step 4. 

The Autocorrelation Function (ACF) and Partial Autocor-

relation Function (PACF) plots shows significant spikes at lag 
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1, suggesting potential configurations for an ARIMA model. 

Both plots show abrupt cutoffs at lag 1, indicating that AR and 

MA terms of order 1 (p = 1, q = 1) may be appropriate. Sea-

sonal components also exhibit significant spikes at the sea-

sonal lag (12), showing possible seasonal ARIMA models 

with seasonal terms P and Q equal to 1. Consequently, four 

potential ARIMA models were considered: ARIMA (1, 1, 

0)(1, 1, 0)12, ARIMA (1, 1, 0)(0, 1, 1)12, ARIMA (0, 1, 1)(1, 

1, 0)12, and ARIMA (0, 1, 1)(0, 1, 1)12. The optimal model 

among these will be selected based on the Akaike Information 

Criterion (AIC). (Figure 7) 

3.2. Akaike Information Criterion (AIC) 

Estimation 

The objective of the identification phase is not to rigidly 

select a single correct model but to narrow down the choice 

of possible models that will subsequently be subjected to 

further examination. Consequently, we select tentative mod-

els for different values of (p, d, q) and find estimates of the 

model parameters. Estimated model with the least Akaike 

Information Criterion (AIC) will be preferred. The results 

presented in Table 2 show the selection criteria for different 

ARIMA models, with ARIMA (0, 1, 1)(0, 1, 1)12 having the 

lowest AIC value of 834.344, indicating it is the best model 

among the four considered. 

Table 2. Selection Criteria. 

S/N (p, d, q) (P, D, Q)12 AIC 

1 (1, 1, 0)(1, 1, 0)12 850.052 

2 (1, 1, 0)(0, 1, 1)12 837.037 

3 (0, 1, 1)(1, 1, 0)12 846.399 

4 (0, 1, 1)(0, 1, 1)12 834.344***
 

The diagnostic plots for the ARIMA model in Figure 8 

show that the standardized residuals are homoscedastic, dis-

playing a consistent spread around zero which suggests con-

stant variance. The ACF plot reveals that all autocorrelation 

spikes fall within the 95% confidence bounds, indicating no 

significant autocorrelation and confirming the stationarity of 

the residuals. Additionally, the p-values for the Ljung-Box 

test are above the significance level, supporting the null hy-

pothesis of no autocorrelation in the residuals. These findings 

confirm that the residuals are white noise, demonstrating that 

the ARIMA model is well-specified and suitable for fore-

casting future values of the time series. (figure 8) 

 
Figure 8. Plots of Time Series Diagnostics for the ARIMA (0, 1, 1) (0, 

1, 1)12 Model. 

3.3. Forecasting 

Figure 9 presents the forecasted values for the Lassa fever 

confirmed case rate over a six-year period. The result shows 

an upward trend. The six-year forecast, represented by dotted 

lines in Figure 9 confirms this increasing trend. (Figure 9) 

 
Figure 9. Forecast of Lassa Fever Confirmed Cases for Six Years. 

3.4. Sensitivity Analysis 

The two charts illustrate the sensitivity analysis of the 

ARIMA model (Mdl.4) which was selected as the best model 

based on the selection criteria, specifically its lowest AIC 

score., The charts compare different combinations of the P 

and Q parameters against performance metrics—Mean Ab-

solute Error (MAE) and Root Mean Square Error (RMSE). 

The results show that models with Q = 2 (blue bars) consist-

ently achieve lower error values across all lags, indicating 

superior forecast accuracy. In contrast, models with Q = 0 (red 

bars) produce the highest error values, while models with Q = 

http://www.sciencepg.com/journal/ijdsa


International Journal of Data Science and Analysis http://www.sciencepg.com/journal/ijdsa 

 

105 

1 (green bars) exhibit intermediate performance. This analysis 

suggests that increasing the seasonal moving average (MA) 

parameter Q enhances the model's accuracy, while the sea-

sonal autoregressive (AR) parameter P has a more variable 

impact. (Figures 10 & 11). The forecasted vales for the pre-

dicted Lassa fever of the confirmed cases were also presented. 

The projections indicated a significant increase in Lassa fever 

cases over the forecasted period. (Table 3). 

 
Figure 10. Sensitivity Analysis of MAE by seasonal ARIMA param-

eter. 

 
Figure 11. Sensitivity Analysis of RMSE by seasonal ARIMA pa-

rameter. 

4. Discussion 

Lassa fever remains a critical public health issue in Nigeria, 

with outbreaks spreading sporadically across the country. The 

study’s constructed map highlights the virus's distribution, 

providing essential insights for effective disease control and 

prevention strategies. The analysis revealed varying patterns 

of Lassa fever distribution across various states in Nigeria. 

Edo State consistently emerged as one of the most heavily 

affected states, reporting a high number of confirmed cases 

throughout the study period. [10]. 

Table 3. Forecasted Lassa fever confirmed case 2024-2029. 

Year/Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

2024 323 310 186 105 84 92 95 95 91 94 99 157 

2025 360 347 223 142 122 129 133 132 129 131 136 194 

2026 397 384 260 179 159 166 170 169 166 168 173 231 

2027 434 422 297 216 196 203 207 207 203 206 210 268 

2028 471 459 335 254 233 240 244 244 240 243 247 305 

2029 509 496 372 291 270 277 281 281 277 280 284 342 

 

Other states, such as Ebonyi, Bauchi, and Nassarawa, 

demonstrated notable levels of Lassa fever activity, high-

lighting the diverse spatial distribution of diverse spatial dis-

tribution of the virus. Previous research on Lassa fever indi-

cates that the virus is endemic in states like Edo and Ondo due 

to the presence of the Mastomys natalensis rodent, a primary 

carrier of the virus, which also impacts neighboring states 

[11]. 

The virus has different pattern yearly, with 2017, the base-

line year of our study witnessing a significant outbreak Cases 

declined from 2018 to2021 but surged again in 2023, high-

lighting the temporal impact on reported cases. Temporal 

analysis of Lassa fever outbreaks revealed varying trends in 

disease incidence. While some states reported sporadic cases 

throughout the study period, others experienced significant 

peaks in certain years. For example, Ondo State recorded a 

substantial increase in confirmed cases in 2019 and 2020, 

indicating localized outbreaks during those years. Bauchi 

State also showed a similar pattern, with a prominent increase 

in cases in 2019. These temporal variations underscore the 
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dynamic nature of Lassa fever transmission, emphasizing the 

need for continuous surveillance and response efforts. The 

observed spatial and temporal patterns underline the im-

portance of targeted interventions in high-risk areas [3]. 

Going through the pattern of the confirmed cases report, 

there is clear difference between the report during the dry and 

raining season. Typically, from November to March in Nige-

ria, there is a noticeable increase in Lassa fever cases [12]. 

This can be attributed to several factors such as Increased 

Human-rodent Interaction, this is due to the fact that dry 

season forces rodents to seek food in human dwellings, 

leading to increased contact with humans and higher trans-

mission rats. Another factor are agricultural Activities such 

that the dry season coincides with the planting and harvesting 

seasons, increasing human activities in rural areas where 

rodents are abundant thereby increasing the risk of exposure 

to the virus. Environmental Conditions also plays a vital role 

in the increase of the virus, during the dry season, dusty and 

dry environments facilitate the survival and spread of the 

virus in the environment. Conversely, the raining season 

comes in from April to October, experiences a decline in 

Lassa fever cases [13]. This can be attributed to reduced Ro-

dent activity, the raining season provides abundant food and 

water sources for rodents in their natural habitats, reducing the 

need for them to enter human dwellings. Also, during the 

raining season there is decreased in human outdoor activities, 

reducing the opportunities for humans to come into contact 

with infected rodents or their excreta. The pattern of the chat 

in Figure 3 indicates that the mean and variance of the series 

are stable over time. The series exhibits stationarity. Since the 

ADF test of stationarity shows that the series is stationary at 

first difference (p<0.05). However, since the ACF displays a 

sharp cut-off while the PACF decays more slowly, we say that 

the series displays a Moving Average signature [14]. The lags 

at which the ACF cuts off is the indicated number of MA 

order while the lags at which the PACF cuts off is the indi-

cated number of AR order. It was obtained that the pattern is 

typical of ARIMA (0, 1, 1)(0, 1, 1)12 model. 

The ARIMA (0, 1, 1)(0, 1, 1)12 model was selected based 

on the Ljung-Box Test, which indicated that the residuals of 

the model are uncorrelated, suggesting a good fit. With this 

model, we forecasted the Lassa fever confirmed cases for the 

next six years, from January 2024 to December 2029. The 

forecasted values indicate an upward trend in the Lassa fever 

confirmed case rate over the forecast period. The trend is 

depicted in Figure 6, where the dotted lines represent the 

six-year forecast values. While the ARIMA (0, 1, 1)(0, 1, 1)12 

model provides a reasonable forecast based on historical data 

it is important to acknowledge the inherent uncertainty and 

potential external influences on these predictions. Sensitivity 

analysis of the ARIMA model shows that increasing the 

seasonal moving average (MA) parameter Q improves model 

performance, whereas the seasonal autoregressive (AR) pa-

rameter P has a more variable impact. 

5. Conclusion 

The study investigated the seasonal variation and predictive 

model approach to Lassa fever outbreaks in Nigeria from 

2017 to 2023. The analysis of data from the Nigerian Centre 

for Disease Control (NCDC) revealed distinct temporal pat-

terns in Lassa fever incidence, with peaks typically occurring 

between November and March, corresponding to the dry 

season. This seasonality can be attributed to factors such as 

increased human-rodent interaction, agricultural activities, 

and environmental conditions during the dry season. 

The Time Series Analysis using the Box-Jenkins approach 

employed in this study to model the data, identify an ARIMA 

(0, 1, 1)(0, 1, 1)12 model as the most suitable for forecasting 

Lassa fever outbreaks in Nigeria. The forecasted model in-

dicated an upward trend in the confirmed cases over the next 

six years, highlighting the importance of continuous surveil-

lance and response efforts. 

The spatial analysis showed varying patterns of Lassa fever 

distribution across various states in Nigeria, with Edo, Ebonyi, 

Ondo, Bauchi, and Nassarawa states experiencing higher 

burdens of the disease. These findings underscore the need for 

targeted interventions in high-risk areas and the importance of 

understanding spatial dynamics in disease transmission. 

6. Recommendation 

The findings of this study reveal that there is need of sev-

eral recommendations to enhance the control and prevention 

of Lassa fever in Nigeria. Strengthen Surveillance Systems to 

enable early detection and response to Lassa fever outbreaks, 

especially during peak seasons. This could involve enhancing 

the capacity of healthcare workers to recognize and report 

suspected cases promptly. The government and other NGO’s 

need to conduct Public Health Education campaigns to raise 

awareness about Lassa fever transmission, prevention, and 

control measures, especially in high-risk communities. Em-

phasis should be placed on promoting good hygiene practices 

and rodent control measures. Also, frequent enhanced envi-

ronmental sanitation should be Implemented to reduce rodent 

populations in and around human settlements, such as proper 

waste management and environmental sanitation practices. 

There is need to Provide training and resources to healthcare 

workers, laboratory personnel, and public health officials to 

enhance their capacity to respond effectively to Lassa fever 

outbreaks. Government should support further study into the 

development of vaccines, therapeutics, and diagnostics for 

Lassa fever, as well as studies on the ecological and envi-

ronmental factors influencing the transmission of the virus. 

There is also need to strengthen collaboration between the 

government, health agencies, study institutions, and interna-

tional partners to improve coordination and response efforts 

for Lassa fever control and prevention. By implementing 

these recommendations, Nigeria can enhance its capacity to 

detect, prevent, and control Lassa fever outbreaks, ultimately 
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reducing the burden of the disease on its population. 

Abbreviations 

NCDC Nigeria Centre for disease control 

ARIMA Auto Regressive Moving Average 

RNA Ribonucleic Acid 

ADF Augmented Dickey-Fuller 

ACF Autocorrelation Function 

PACF Partial Autocorrelation Function 

AIC Akaike Information Criterion 

SARIMA Seasonal Auto Regressive Moving Average 

MAE Mean Absolute Error 

COVID-19 Corona Virus Disease 2019 

RSME Root Mean Square Error 
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