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Abstract 

Depression has been the largest mental health problem affecting the public health. Early detection of persons suffering from 

depression is crucial for effective mitigation and treatment. The key to this can only be achieved when clear symptoms of 

depression are used to detect patients’ depression conditions. The objective of this study is to develop a predictive model for 

depression that uses the symptoms. The study used both simulated data and real data from the hospitals. The study developed 

hidden markov model that help to compute the transitional probabilities. The study also used the logistic regression to assess the 

predictive power of the symptoms of depression. The study found that insomnia positively influence the probability of 

depression among the patients. The study also found that guilt positively influence the probability of depression among the 

patients. From the results, the study found that suicidal positively influence the probability of depression among the patients and 

also fatigue influence the probability of depression. From the study it was also found that retardation positively influence the 

probability of depression. Finally, found that the change in anxiety negatively influence the probability of depression among the 

patients. The study also conclude that the predictive model can be used to predict the depression status of the patients by a 

medical doctor given that the observable symptoms are present. 
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1. Background 

It has been noted that depression is among the common 

chronic diseases that human being are suffering from due to 

changes in social economic conditions. A study by world 

health organization found that approximately 350 millions 

people globally suffer from depression. In the clinical envi-

ronment, the prevalence of depression among the world pop-

ulation is close to 20% of the population. According the di-

agnostic and statistical manual for mental disorders, for a 

psychiatrist to declare a patient has depression five or more 

symptoms should be present for at least 2 weeks. One symp-

toms that must be present is the depression mood or loss of 

pleasure (Anhedonia). The other symptoms are; sleep difficult 

(insomnia or hypersomnia), psychomotor agitation or retar-

dation, diminished ability to think, Fatigue or loss of energy, 

excess guilt, and suicidal. 

According to DSM, to determine the presence or absence of 

depression, the symptoms are summed. According to Elliot et al 

[3], a two factor model fit better than unidimensional mode. The 
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found the depression symptoms are represented using somatic 

and non somatic factors. The depression symptoms that are 

classified as somatic are; sleep difficulties (SD), appetite or 

weight changes, poor concentration, fatigue, and psychomotor 

agitation/retardation while those that are classified as non so-

matic are depressed mood, anhedonia, feelings of worthless, and 

thoughts of death. There has been to study that has highlighted 

the number of symptoms that can indicate the severity of the 

depression or the even if the degree of each symptom can be used 

to classify depression as mild, moderate or severe. 

According to Morin and Benca [7], Insomnia or sleep dif-

ficult has been classified as a major public health problem 

associated with depression and anxiety. The study found that a 

person suffering from depression is a high risk of experienc-

ing Insomnia during the period. According to Pellson [10], the 

preference of insomnia is higher when a person is suffering 

from depression and anxiety. In a study conducted by Pellson 

over 10-years period among the Norwegian adult population, 

it was observed that maintain of sleep was a common char-

acteristics among the population suffering from depression. 

According to Parthasarathy, [11], the presence of insomnia is 

greatly attributed to both physical and mental problem. Ac-

cording to lallukka [6], many people who are suffering from 

depression are likely to report the presence on insomnia over a 

period of even 4 week or 3 months. 

According to Mars, Burrows, Hjelmel and and Gunnell [13], 

suicidal attempts are major problems that are associated with 

psychiatric problems specifically depression. According to a 

study conducted by Mars, Heron, Crane, Hawton, Kidger, and 

Lewis [13], 80% of the patients who where being treated on 

depression problems admitted having attempted suicide. Ac-

cording to Bryan [2] in the study on behavioral among the 

patient suffering from depression shame and guilt positively 

correlates with the depression episodes. According to Bi et al, 

[1] the major public health problem of mental patients was the 

guilt and suicide. The study further indicated that guilt 

strongly relate with the suicidal thoughts. 

According to Grahek [5], retardation was found to be one of 

problem which is attributed to major depressive disorder. The 

study also found that retardation is usually a clear indication 

of depression. According to Grahek [5], it was observed that 

there was significant relationship between the physical im-

pairment of the functioning and the depression. According to 

Fried [4], psychosocial functioning, and triggering life events 

as the risk factors for depression. 

The Major depression disorder has been modeled and an-

alyzed using the Markov chain model. Several Markov mod-

els that were developed successfully captured the salient 

characteristics of patient state of mind. According to Os-

kooyee, Rahmani, and Kashani, [9], Markov chain model was 

introduced to deal with various sequence of information All 

the daily commotion causes disturbances in an individual life 

which is sufficient in creating a disturbance in his normal state 

of mind. The magnitude of these disturbances determine the 

probability of shifting a normal person to depression state. 

According to Katrina and Meadows [14], two state Markov 

chain model was used in modelling the mental health of pa-

tients who visited the psychiatric hospital. The Two state 

Markov model was also used in modelling the long term 

behavior of the depressed state. Despite the use of the Markov 

model being popular, one weakness of Markov model is the 

assumption the state of mind of the person in observable and 

can be determined. This assumption is not always the case, 

hence there is need to determine the best method to model the 

mental health. This study therefore develop a bayesian hidden 

Markov model for modeling the mental health. The study will 

use both the numerical simulation and mathematical analysis 

in validation of the model. 

2. Methods 

Bayesian Estimation Approach 

This study will employ a Bayesian approach in the estima-

tion of the model parameters which implies that if   is the 

vector of the parameters describing the model, all the required 

inference will be based on the posterior distribution of  . 

Given the data set y, from the Bayes' theorem: 

     p y p y p    

where  p y   is the likelihood and  p  is the prior dis-

tribution of the parameters. Depending on the choice of the 

loss function, inference about the parameter  is based on the 

posterior distribution. For instance if the squared loss function 

is used then the posterior mean is the estimator for the pa-

rameter  . i.e  |E X  
)

. 

Hidden Markov Model (HMM) 

A hidden Markov model have become very useful in fitting 

mixture of distribution of sequence of dependent set of data. 

Let us denote by S the random variable representing the 

latent states to be modeled, where S takes values on the set

 1 2( ) , ,......., kdom s s s s , such that each  s dom s  is 

called a latent (or hidden) state. We denote by 

 1 2, ,......., mY Y Y the set of observable variables, such that the 

i
th

 observation iY  takes values on some set  idom Y . In 

medical domains, each iY  will often refer to measured data 

such as symptoms, while the latent variable S will refer to 

some state of the underlying disease (i.e disease remitting 

mental wellbeing). The disease process of interest is assumed 

discrete over the time points  0,1,.......,T , where the value 

of the latent variable and the observables that hold at time t 

will be denoted by 
( )ts  and 

( )t
iY  respectively. The hidden 

Markov model comprises of the bivariate discrete time pro-

cess of the form consist of unob-

servable Markov chain states and conditional on 

   
1

,  where t t tt
s y s



   ,t ts y
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being sequence of random variables that are independent and 

that conditional distribution of  only depend on . Se-

quence  are referred to as the state and ob-

served sequences respectively [12]. Figure 1 show Hidden 

Markov Model showing the dependence structure of the state 

sequence and the observed sequence is represented as 

 
Figure 1. Transitional probabilities. 

Assuming the first order Markov chain represented by 

which assume on the m values in the 

transitional matrix and probability of being in 

the first state or the initial probability distribution 

 

1

1

, 1,2,.. ,

( | ) , 1,2,.. ; 1,2,..

( ) 1,2,...,

T

i

ij t t

i

i m where

p p x j x i i j m t n

p s i i m

 





 

    

  

 

And the conditional distribution of has a parametric 

form being a vector consisting of un-

known parameters. In fitting the hidden markov chain model 

the parameters will be estimated including both the transi-

tional, initial probabilities and the probability distribution 

parameters. The transitional matric in the hidden state is a 

square matrix in which each probabilities in the row is mod-

elled using the ordered probit logit model. In estimation of the 

distribution parameters, the study can use Bayesian method 

with the assumption that the parameters of the distribution 

follows a distribution called the prior distribution. The hidden 

markov chain models have been used by many research in 

modeling real life phenomenon. Hidden Markov models (HMM) 

can be seen as an extension of Markov models to the case where the 

observation is a probabilistic function of the state, i.e. the resulting 

model is a doubly embedded stochastic process, which is not neces-

sarily observable, but can be observed through another set of sto-

chastic processes that produce the sequence of observations. Let 

 be the vector of observed variables, indexed by time. 

HMMs assume that the distribution of each observed data point  

depends on an unobserved (hidden) variable, denoted , that takes 

on values from 1 to k. The hidden variable  character-

izes the “state" in which the generating process is at any time t. 

HMMs further postulate a Markov Chain for the evolution of the 

unobserved state variable and, hence, the process for  is assumed 

to depend on the past realizations of and  only through : 

 1t t i jp s j s i   
 

where  is the generic element of the transition matrix  

2.1. The Observed Symptoms and Latent State 

of Depression 

Considering data on N different individuals who self-report 

on daily bases over several months. The data will therefore 

correspond to the depression patients related symptoms, re-

port by N different patients. In this study, six symptoms re-

lated to depression were recorded. They include: insomnia, 

guilt, suicidal, retardation, anxiety, and fatigue. All these 

symptoms are record by the psychiatric in a scale of 0, 1, 2, 

and 3 where 0 is taken a no depression sign, 1 show presence 

of mild, 2 an indication of moderate depression and 3 an 

indication of severe symptoms of depression. 

Let where the j symptoms scores 

reported by individual on event t, where for our 

study J=6 and M=2; we use generalized notation because the 

basic modelling strategy may be applied to other types of re-

lated. The study assume that at any given time, any individual is 

either in a depressed state D or in a Normal state N. the study 

assume that a person in state N does not show symptom of 

depression. The study also indicate that a person in state D 

tY ts

   ,t ts and y

( 1,2,..., )tS t n

 ij m m
T p




/t tY s

( , ) with i t i if y  

 
1

T

t t
y y




ty

ts

 
1

T

t t
s s




ts

y s
1ts 

i j  i j 

 0,1,2,...,
j

nty M

 1,2,...,n N
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exhibit the symptoms of depression. This study used a logistic 

model to link the observed symptoms J to the latent state. 

The study classified the symptoms for the patients in vector 

form as 
 

 1 2 3 4 5 6insomnia,  x =guilt,  x =suicidal,  x =retardation,  x =anxiety,  and x =fatigueiX x   

The observed state of depression symptoms are also de-

fined as according Morin Belleville, [8] to in with scale (0=no 

symptom, 1=mild, 2= moderate, 3= severe). 

Assumptions of the model 

The model apply the following assumptions; 

1. Individuals are exposed to depression due to social 

economic pressure 

2. Its assumed that the person can move from normal to 

depressed 

2.2. The Latent State 

A police officer is said to be in depression if he/she exhibit at 

least one of these symptoms. Since depression is not observable, 

we model the presence of depression in two progression states: 

1 the state where no symptom of depression is observed, 2- the 

state where depression symptom are observed. This is a two 

state model as described in Figure 2. The states are normal (N) 

and illness or depressed (D) as show in Figure 2. 

 
Figure 2. Transitional diagram. 

A normal police Officer is the one whom all the observed 

symptoms are all showing 0’s meaning the absence of de-

pression. Thus, the transition probabilities 

, ,  and NN ND DD DN    are functions of the 1 2 6, ,.....,x x x . 

Simply written as    1 2 6 1 2 6, ,....., , , ,....., ,NN NDx x x x x x   

   1 2 6 1 2 6, ,.....,  and , ,.....,DD DNx x x x x x  , without loss of 

generality simply write as    1 2 6, ,....., . ,NN NNx x x @  

   1 2 6, ,....., . ,ND NDx x x @  

   1 2 6, ,....., .  DD DDx x x @

   1 2 6and , ,....., .DN DNx x x @  now if atleast on of the 

1 2 6, ,.....,x x x  is greater than 0, then 

 . 0ND   if at least one of the 1 2 6, ,....., 0x x x   or 

 1 2 60, , 0,....., 0 0ND x or x x      

The probabilities , ,  and NN ND DD DN    are transitional 

probabilities which they form a 2 2  transitional matrix 

   

   

. .

 . .  

NN ND

DN DD

T
 

 

 
  
  

 

Notice that, we do not observe the depression in the police 

officer but the symptoms to guide the as this 

state of the police officer. Suppose that the state of the police 

officer us N-no depression and D-depressed as presented in 

Figure 2, this is a binary output. 

If 
1

0

D
y

N


 


 as this binary results 

1 2 6

1 2 6

1 at least one of the , ,....., 0

0 0, 0,....., 0

x x x
y

x x x

 
 

   
 

This implies that 

       . 1 or . 0ND NNpr y pr y      

Therefore 

 
0 1 1 6

0 1 1 6

........

...........
.

1

t k t

t k t

x x

ND x x

e

e

  

  


  

  



       (1) 

Firstly, note that (Equation 1) has parameters which the 

present 

 
0 1 1 6

0 1 1 6

........

1 2 6 0 1 6 ...........
, ,....., | , ,...,

1

t k t

t k t

x x

ND x x

e
x x x

e

  

  
   

  

  



  (2) 

The next step is to estimate the parameters of (Equation 2). 

3. Results and Discussion 

3.1. Parameter Estimation 

In this section, our objective is to obtain the estimates of 

these parameters in (Equation 2). We shall use the Bayesian 

approach due to the lack of closed form of (Equation 2). 

For any modeling population of size N police officers. 

Suppose a sample of size n is randomly selected from the 

population N, the j
th
 police officer is either depressed (D) or 

not depressed (N). This is a binary outcome Yj. 

We use this  to predict the y’s. Y’s are the 

1 2 6, ,.....,x x x

1 2 6, ,.....,x x x
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hidden state where as X’s are the observed state. The proba-

bility of the hidden state  given the observable states X’s 

for a police officer j, j=1, 2, 3,…., n is given by 

    
1

1 2 1 2 6( , ,........, | , ,..... ) . 1 .
jj

yy

n ND NDpr Y Y Y x x x  


                          (3) 

For n police officers (equation 3) becomes 

    
1

1 2 1 2 6

1 1

( , ,........, | , ,..... ) . 1 .
jj

n n
yy

n ND ND

j j

pr Y Y Y x x x  


 

    

    1
11 2 1 2 6

1

( , ,........, | , ,..... ) . 1 .

n
n

j jj
j

yn
n y

n ND ND

j

pr Y Y Y x x x  






 
 

                      (4) 

Equation 4 give the joint density for n police officers. 

Assuming that the distribution beta follow is normal distribution and in equation 5. 

 
2

0

2

1
( ) exp

2 2

j

j

j j

f
 


  

 
 

 
 
 
 

                               (5) 

Equation (5) combine with 4 to obtain the posterior distribution 

      
 

1
1

2
6

0

1 2 6 2
1

1
/ , ,....., . 1 . exp

2 2

n
n

j jj
j

y
n y j

ND ND

j jj

f x x x
 

  
  








 
 

 
 
 
 

                      (6) 

Equation 6 give the posterior distribution and does not have 

a closed form of any particular distribution. Hence the study 

used the computational technique to obtain the bayes esti-

mators. The MCMC simulation was applied in obtaining the 

bayes estimators. 

3.2. Metropolis Gibbs Sampling 

Given that represent a vector of the logistic regression 

parameters to be estimated, and using the Bayesian method, 

the information about the parameters  can only be found 

from posterior distribution  This study used the 

Gibbs sampler algorithm to produce the estimate of the pa-

rameters from the previous estimate  using the 

following steps 

a. Set the initial values of the parameter  

b. Set the number of desired iterations L 

c. At the iteration s the value of is updated as follows 

d. Sample 
     1 1 1( )

00 1 2 6~ ( | , ,....., ; )
s s ss

f data    
  

 

e. Sample 
     1 1 1( )

11 0 2 6~ ( | , ,..., ; )
s s ss

f data    
  

 

f. Sample 
       1 1 1 1( )

6 56 0 1 2~ ( | , , ,......, ; )
s s s ss

f data     
   

 

g.  

The above steps are repeated until the completion of all the 

iterations. 

Since the estimation of the logistic regression parameter 

coefficient using Bayesian method lead to a posterior distri-

jy





 /f data

s 1s 

 (0) (0) (1) (2) (3) (4 (5) (6)

0 0 0 0 0 0 01, 1, 1, 1, 1, 1, 1              

; 1,2,3,4,5,6j j 

           1 1 1 1 1 1( )

6 6 0 1 2 3 4 5~ ( | , , , , , ; )
s s s s s ss f data       
     
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bution that does not have a closed form. A computation tech-

nique is applied to obtain the needed estimators of the pa-

rameters and hence the MCMC with gibbs sampling. 

 
Figure 3. Parameter estimates. 

 
Figure 4. Parameter convergence. 
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4. Results and Discussion 

4.1. Convergence of the Algorithms and Model 

Diagnostics 

This section describe the convergence of each parameter 

though analysis of the scale reduction parameter. From the 

results in figure 3, the parameter beta 0, beta 1, beta 3, beta 5 

and beta 6 had a factor of 1 or close to 1 when the number of 

chain iteration was at 1200. This mean that between variance 

and within chain variance are equal. The results also indicate 

that the parameters beta 2 and beta 4 had not converged at 

1200 iteration. From the results in figure 4, the study can 

conclude that the parameters beta 0, beta 1, beta 2, beta 3, beta 

4, beta 5 and beta 6 converges at the 1600 iteration. This was 

because they all attain a factor on 1 or very close to one which 

mean that between variance and within chain variance are 

equal. 

4.2. Parameter 

This section discuss the estimate of the parameters in the 

model. The results in Figure 4 indicate that the red line which 

give the true value of the estimate and the black line which give 

the estimated value. The result indicate that the true value of 

beta 0 was -0.034842 which is denoted by red while the black 

line the estimated value (-0.034841). The results also indicate 

that the true value for beta 1 was 0.23501 as indicated by the red 

line, while the black line which give the estimated value was 

0.24144. The plot of the density show that the insomnia coef-

ficient indicated better combination of the MCMC chains and 

stationary a good indication of the convergence. 

 
Figure 5. Estimates for beta 0 and beta 1. 

The results in figure 6 below indicate that the red line which 

give the true value of the estimate and the black line which 

give the estimated value. The result indicate that the true value 

of beta 2 was 0.23380 which is denoted by red while the black 

line the estimated value (0.23365). The results also indicate 

that the true value for beta 3 was 0.23271 as indicated by the 

red line, while the black line which give the estimated value 

was 0.22998. The plot of the density show that the guilt co-

efficient as well as suicidal coefficient indicated better com-

bination of the MCMC chains and stationary a good indica-

tion of the convergence. 

The results in figure 7 indicate that the red line which give 

the true value of the estimate and the black line which give the 

estimated value. The result indicate that the true value of beta 

4 was 0.23525 which is denoted by red while the black line the 

estimated value (0.23863). The results also indicate that the 

true value for beta 5 was 0.2287 as indicated by the red line, 

while the black line which give the estimated value was 

0.23863. The plot of the density show that the retardation 

coefficient as well as anxiety coefficient indicated better 

combination of the MCMC chains and stationary a good in-

dication of the convergence. 
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Figure 6. Estimates for beta 2 and beta 3. 

 
Figure 7. Estimates for beta 4 and beta 5. 

 
Figure 8. Estimates for beta 8. 
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The results in figure 8 also indicate that the true value for beta 6 was 0.24456 as indicated by the red line, while the black line 

which give the estimated value was 0.24495. The plot of the density show that the fatigue coefficient indicated better combina-

tion of the MCMC chains and stationary a good indication of the convergence. 

4.3. The Parameter Estimation Summary 

Table 1. Parameter estimates. 

coefficient mean standard deviation naïve error 

beta0 -0.03484 0.0301 0.0006731 

beta1 0.24144 0.02628 0.0005875 

beta2 0.23969 0.02691 0.0006017 

beta3 0.23525 0.02739 0.0006125 

beta4 0.23863 0.02868 0.0006413 

beta5 0.23662 0.02669 0.0005967 

beta6 0.25061 0.02866 0.0006409 

4.4. The Transitional Probabilities 

From table 1 above, the Bayes estimated of the parameters  𝛽𝑗̂= 0, 1, 2, 3, 4, 5, 6 are 

𝛽𝑗̂ =

[
 
 
 
 
 
 
−0.03484
0.24144
0.23969
0.23525
0.23862
0.26620
0.25061 ]

 
 
 
 
 
 

 

Therefore the logistic linear component is given by 

𝜂̂ =-0.03484+0.24144×1+0.23969×2+0.23525×3+0.23862×4+0.23662×5+0.25061×6 

This implies that the logistic transitional model is given as follows 

 

While the logistic transitional model of the patient remaining normal state is given as 

 

4.5. Example 

This section give an example of the transition probabilities 

by considering a sample of 20 depressed patients. From table 

2, state=1 implies that the i
th

 person id depressed and the state 

=0 implies the i
th

 person is not depressed. From the table, 

consider the patient (1) and (2) which indicate that they show 

that the person has a depression symptoms. The probability 

that the person will transit from normal to depression is 

0.946156 and 0.955395 respectively. This show that the like-

lihood of transiting from the normal state to depression state 

when the no medical intervention is applied by the psychia-

trist is very high. The study clearly show that the transiting 

0.03484 0.24144 1 0.23969 2 0.23525 3 0.23862 4 0.23662 5 0.25061 6

0.03484 0.24144 1 0.23969 2 0.23525 3 0.23862 4 0.23662 5 0.25061 61
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from normal to depression for medical students is very high 

94.6156% and 95.5395% of transiting from normal state to 

depressed state. The study also indicate that the transitional 

probability of remaining normal despite the social economic 

challenges was 0.500136. 

Table 2. Model outcomes and probabilities predictions. 

Y insomnia guilt suicidal retardation anxiety fatigue prob 

1 3 1 3 2 0 3 0.946156 

1 2 3 3 3 2 0 0.955395 

1 0 3 2 1 3 3 0.945698 

1 0 0 0 1 3 2 0.804895 

1 3 2 0 2 0 0 0.838676 

0 0 0 0 0 0 0 0.500136 

1 1 3 2 0 2 1 0.893054 

1 0 1 0 1 3 1 0.803173 

1 0 2 0 0 3 3 0.870855 

1 0 3 1 3 2 3 0.945974 

 

5. Conclusion 

From above results, the study conclude that insomnia pos-

itively influence the probability of depression among the 

patients. The study also conclude that symptom of guilt posi-

tively influence the probability of depression among the pa-

tients. From the results, the study conclude that the symptom 

of suicidal positively influence the probability of depression 

among the patients. Further that from the results, the study 

conclude that symptom of fatigue influence the probability of 

depression. From the results, it was concluded that symptom 

of retardation positively influence the probability of depres-

sion. Finally, from the results, it can be concluded that the 

change in anxiety negatively influence the probability of 

depression among the patients. 

The study also conclude that the predictive model can be used 

to predict the depression status of the patients by a medical doc-

tor given that the observable symptoms are present. 

Author Contributions 

Charles Mwangi: Conceptualization, Data curation, For-

mal Analysis, Investigation, Methodology, Resources, Soft-

ware, Validation, Visualization, Writing – original draft, 

Writing – review & editing 

Kennedy Nyongesa: Investigation, Resources, Supervi-

sion 

Everlyne Akoth Odero: Project administration, Supervi-

sion 

Conflicts of Interest 

The authors declare no conflict of interest. 

References 

[1] Bi B., Xiao X., Zhang H., Gao J., Tao M., Niu H., et al. (2012). 

A comparison of the clinical characteristics of women with 

recurrent major depression with and without suicidal symp-

tomatology. Psychol. Med. 42, 2591–2598 10.1017. 

[2] Bryan C. J., Morrow C. E., Etienne N., Ray Sannerud B. (2013). 

Guilt, shame, and suicidal ideation in a military outpatient 

clinical sample. Depress. Anxiety 30, 55–60  

https://doi.org/10.1002/da.22002 

[3] Elliott R., Lythe K., Lee R., Mckie S., Juhasz G., Thomas E. J., et 

al. (2012). Reduced medial prefrontal responses to social interac-

tion images in remitted depression. Arch. Gen. Psychiatry 69, 37. 

https://doi.org/10.1001/archgenpsychiatry.2011.139 

[4] Fried, 2015 E. I. FriedProblematic assumptions have slowed 

down depression research: why symptoms, not syndromes are 

the way forward Front. Psychol., 6 (MAR) (2015), p. 309 

[5] Grahek, J. Everaert, R. M. Krebs, E. H. W. Koster (2018). 

Cognitive control in depression: toward clinical models in-

formed by cognitive neuroscience Clin. Psychol. Sci., 6(4), pp. 

464-480. 

http://www.sciencepg.com/journal/ajtas


American Journal of Theoretical and Applied Statistics http://www.sciencepg.com/journal/ajtas 

 

11 

[6] Lallukka T, Podlipskytė A, Sivertsen B, Andruškienė J, Va-

roneckas G, Lahelma E, Ursin R, Tell GS, Rahkonen O. 2016. 

Insomnia symptoms and mortality: a register-linked study 

among women and men from Finland, Norway and Lithuania. J 

Sleep Res. 25(1): 96–103. 

[7] Morin CM, Benca R. 2012. Chronic Insomnia. The Lancet 

379(9821): 1129–1141. 

[8] Morin, C. M., Belleville, G., Bélanger, L., & Ivers, H. (2011). 

The Insomnia Severity Index: psychometric indicators to de-

tect insomnia cases and evaluate treatment response. Sleep, 

34(5), 601–608. https://doi.org/10.1093/sleep/34.5.601 

[9] Oskooyee KS, Rahmani AM, Kashani MMR (2011) Predicting 

the severity of major depression disorder with the Markov 

chain model. Int. Conf Biosci Biochem Bioinforma Singap 5: 

30–34. 

[10] Pallesen S, Sivertsen B, Nordhus IH, Bjorvatn B. 2014. A 

10-year trend of Insomnia prevalence in the adult Norwegian 

population. Sleep Med. 15(2): 173–179. 

[11] Parthasarathy S, Vasquez MM, Halonen M, Bootzin R, Quan 

SF, Martinez FD, Guerra S. 2015. Persistent Insomnia is asso-

ciated with mortality risk. Am J Med. 128(3): 268–275. 

[12] O. Cappe, E. Moulines, and T. Ryden, Inference in Hidden 

Markov Models (Springer, New York, 2005), pp. 1–650 

[13] Mars B, Heron J, Crane C, Hawton K, Kidger J, Lewis G, 

Macleod J, Tilling K, Gunnell D. Differences in risk factors for 

self-harm with and without suicidal intent: findings from the 

ALSPAC cohort. J Affect Disord. 2014 Oct; 168: 407-14. 

https://doi.org/10.1016/j.jad.2014.07.009 Epub 2014 Jul 17. 

[14] Long, K. M., & Meadows, G. N. (2018). Simulation modelling 

in mental health: A systematic review. Journal of Simulation, 

12(1),76-85. https://doi.org/10.1057/s41273-017-0062-0 

Research Fields 

Charles Mwangi: Disease modeling, Hidden markov models, 

Machine learning, Longitudinal analysis, Mixture model 

Kennedy Nyongesa: Statistical modelling, Longitudinal data 

analysis, Data science, Group testing 

Everlyne Akoth Odero: Statistical modelling, Longitudinal data 

analysis, Data science 

 

http://www.sciencepg.com/journal/ajtas

