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Abstract 

Macroeconomic variables serve as economic indicators that offer valuable insights into the overall health and stability of an 

economy. Changes in these variables can have significant impacts on a country's trade balance and overall economic 

performance. This study employed multivariate time series analysis to study the relationship between Merchandise Trade Flows 

(MTF), Monetary Policy Rate (MPR), Commercial Lending Rate (CLR), Nominal Growth Rate (NGR) and Consumer Price 

Index (CPI) with Money Supply (MoS) as exogenous variable. The nature of trend in each series was investigated. The results 

revealed that quadratic trend model best models MTF, MPR, CLR and NGR whiles an exponential trend best models CPI. 

Johansen’s co-integration test with unrestricted trend performed revealed the existence of long-run equilibrium relationships 

between the variables and three (3) co-integrating equations described this long-run relationship. In terms of short-run 

relationships, the VEC (2) model revealed that, CLR, NGR, MoS have positive and significant impact on MTF. CLR, NGR and 

MoS have positive and significant impact on MPR, NGR have positive and significant impact on CLR, CPI and MoS have 

significant impact on NGR whiles NGR and MoS have significant impact on CPI. Model diagnostics performed on the VEC (2) 

model showed that, all the model parameters are structurally stable over time and the residuals of the individual models are free 

from serial correlation and conditional heteroscedasticity. Forecast error variance decomposition (FEVD) analysis showed that 

each variable primarily explained its own variance and the influence of other variables increase over time. Hence, adopting a 

broad perspective on macroeconomic variables can help policymakers anticipate and mitigate ripple effects across various 

economic sectors. 
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1. Introduction 

The role of international trade and various economic vari-

ables significantly impacts the growth and development of 

countries [3, 25]. International trade promotes growth by 

expanding markets, allocating resources efficiently, and 

driving innovation, offering countries access to wider con-

sumer bases, enhancing productivity, and promoting the 

quality of goods and services. It also facilitates technological 

transfer, foreign direct investment, industrial development, 

and employment opportunities. 

International trade, which includes exports and imports, is 
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encouraged by most governments as a driver of economic 

progress [17]. However, many governments take steps to 

limit imports and focus on increasing exports by seeking 

foreign market expansion [14]. Merchandise trade enables 

countries to obtain goods and resources that may not be 

available domestically and specialize in producing goods 

where they have a comparative advantage, leading to in-

creased efficiency and economic growth. Ghana aims to di-

versify its exports and imports, attract foreign direct invest-

ment, and create employment opportunities. However, Gha-

na's ability to compete in international trade has decreased in 

the past decade [22], and it faces higher trading costs with 

most African partners [18]. 

Other macroeconomic variables like monetary policy rates, 

inflation, exchange rates, and interest rates also influence the 

overall economy [1, 9, 12, 15]. These variables collectively 

affect economic growth, inflation, and exchange rates. 

Although various studies [11-13, 15] have explored mer-

chandise trade flows, monetary policy, interest rates, infla-

tion, exchange rates, and their impacts on different economic 

variables, there is a need for a holistic understanding of how 

these economic variables interact among themselves in Gha-

na's economic context. The existing literature highlights a 

need for further research concerning merchandise trade flows 

and their interactions with other economic variables in Gha-

na [3, 16, 17, 21, 24, 25]. 

This study provides empirical evidence on both short-run 

and long-run dynamics, demonstrating how changes in key 

economic indicators such as the MPR, CLR, NGR, CPI and 

MTF influences each other. By utilizing multivariate time 

series models and monthly data from Bank of Ghana, the 

study offers a detailed analysis of the interconnections, and 

co-integration among these variables. This comprehensive 

approach highlights the importance of considering multiple 

economic factors simultaneously to understand the macroe-

conomic dynamics in Ghana. Given the significant role that 

trade and other macroeconomic factors in the country's 

economy, comprehending these relationships can inform 

better policy-making. The study aims to provide insights that 

can help stabilize and improve Ghana’s economic perfor-

mance. Additionally, understanding forecast uncertainties 

can aid in creating more resilient economic policies. Finally, 

the goal is to equip policymakers with the knowledge needed 

to make informed decisions that can enhance economic sta-

bility and growth in the country. 

2. Review of Literature 

Global trade flows and economic variables are shaped by a 

myriad of interconnected factors, presenting a complex 

landscape that researchers have extensively explored in re-

cent years. For instance, the gravity model was utilized to 

dissect international trade flows [24]. The findings high-

lighted the significant impact of geographical location, 

economies of scale, and trade system arrangements on trade 

flows. China's agricultural trade was found to be closely tied 

to the GDP size of its trading partners and the distance be-

tween them. However, demographic factors and exchange 

rates showed negligible influence [24]. 

The volatility of international trade flows and its correla-

tion with economic growth was explored [7]. The study un-

covered that trade volatility is affected by common factors 

across all nations, country-specific elements, and changes in 

trading partner characteristics. Trade diversification emerged 

as a strategy to mitigate volatility, especially for developing 

economies [7]. 

Stašys and Tananaiko focused on the impact of tariff and 

non-tariff measures on global trade dynamics [20]. They 

noted that while free trade agreements bolster trading flows 

by removing barriers, tariffs continue to wield significant 

influence. Additionally, recent studies shed light on evolving 

factors like tariff reductions, technological advancements, 

shifts from protectionism to free trade ideologies, and Afri-

ca's growing role in the global economy, all of which con-

tribute to trade imbalances in specific regions [16]. 

The role of natural resources in trade dynamics was ex-

plored [19]. The study observed that liberalized trade policies 

increase resource exports but improvements in resource effi-

ciency can decrease exports. Environmental policies like 

energy and resource taxes also shape resource trade dynam-

ics significantly [19]. 

Moving beyond trade, monetary policy's pivotal role in 

shaping economic conditions was emphasized [1]. The study 

highlighted how central banks' policy rates influence interest 

rates, investment, borrowing costs, and consequently, global 

trade flows. Inflation, another critical economic variable, 

impacts consumer purchasing power, export competitiveness, 

and the cost dynamics of imports and exports [2, 12]. 

Furthermore, more studies provided insights into the role 

of foreign direct investment (FDI), infrastructure, trade poli-

cies, geographical factors, and internal considerations in 

shaping trade patterns [3-5, 25]. 

Comparative studies by [9] explored the implications of 

different financial market structures on macroeconomic var-

iables. The study found that international financial market 

structures significantly impact economic outcomes like 

growth rates, inflation, interest rate parity, and exchange 

rates. Similarly, studies on Ethiopia's coffee exports, Ni-

geria's trade patterns, Pakistan's bilateral trade performance, 

and Indonesia's trade balance shed light on the diverse fac-

tors influencing trade dynamics, from geopolitical factors to 

economic policies and market conditions. 

Various global perspectives shed light on Ghana's trade 

flows, revealing insights crucial for understanding its eco-

nomic dynamics [23]. International organizations like the 

World Bank and World Trade Organization (WTO) contrib-

ute significantly to this discourse. In 2022, the World Bank 

conducted a trade competitiveness diagnostics aimed at en-

hancing Ghana's trade performance within the African Con-

tinental Free Trade Area (AfCFTA). Their research provided 
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policy recommendations to strengthen Ghana's trade compet-

itiveness, emphasizing the importance of strategic measures 

in navigating the global market. 

Yeboah, E. researched into foreign direct investment (FDI) 

in Ghana, showcasing the distribution of FDI across sectors 

and regions [25]. This analysis offered a global perspective 

on the industries attracting substantial investment, thus high-

lighting sectors pivotal to Ghana's trade flows. Additionally, 

a study explored the determinants of FDI in Ghana, aiding in 

understanding the factors shaping the country's trade patterns 

[3]. 

Examining regional and continental engagements is cru-

cial for comprehensively understanding Ghana's trade and 

economic dynamics. Raga provided a macroeconomic and 

trade profile of Ghana, discussing opportunities and chal-

lenges in implementing the AfCFTA [18]. This broader per-

spective underscores Ghana's potential to strengthen trade 

connections within Africa and globally. 

Methodological approaches in existing literature further 

enrich the understanding of Ghana's economic landscape. 

Econometric techniques like system models allow for rigor-

ous analysis of economic relationships, such as the impact of 

monetary policy on interest and inflation rates [1]. Gravity 

models used to research on Ghana's trade within ECOWAS, 

offer quantitative insights into trade determinants consider-

ing economic variables and geographic proximity [21]. Panel 

regression analysis, utilized in investigating South Africa's 

fruit exports to West Africa, helps identify influential trade 

factors across entities and time [17]. Statistical models (re-

gression models, fixed and random effects models, Granger 

causality test, impulse response function, and so on) are be-

ing used in the analysis of exchange rate volatility in Paki-

stan, reveal relationships between economic variables [2]. 

Advancements in econometric techniques, including instru-

mental variable regression, dynamic panel models, vector 

autoregressive (VAR) models, co-integration, vector error 

correction (VEC) models, autoregressive distributed lag 

(ARDL) models and general autoregressive conditional het-

eroscedasticity (GARCH) models, offer promising avenues 

to capture the dynamic complexities and interplay between 

economic variables. These methodological innovations fur-

ther enrich the understanding of Ghana's economic dynamics 

on a global scale. 

Further research in modeling the relationship between 

merchandise trade flows and some macroeconomic variables 

in Ghana is imperative despite existing literature. This ne-

cessity arises due to the evolving nature of global economic 

dynamics and Ghana's economic landscape, requiring a con-

tinually deeper understanding of the interconnectedness be-

tween multiple macroeconomic factors. Additional research 

can offer more comprehensive insights, address methodo-

logical limitations, and provide timely and most recent data 

to guide effective policy formulation to encourage Ghana's 

economic growth and foster sustainable economic develop-

ment. 

Multivariate time series models are ideal for researching 

the relationship between merchandise trade flows and mac-

roeconomic variables in Ghana due to their ability to capture 

complex interactions, dynamic changes over time, identify 

causal relationships, provide forecasting capabilities, and 

offer statistical rigor, all of which are crucial for gaining 

thorough insights into Ghana's economic landscape [22, 23]. 

3. Methods of Data Analysis 

The study used multivariate time series models such as 

co-integration analysis, vector error correction (VEC) model, 

impulse response function analysis (IRF) and forecast error 

variance decomposition (FEVD) analysis for the data. This 

allows for a robust and comprehensive analysis by capturing 

different aspects, nuances, and potential short-run and 

long-run relationships within the data. 

3.1. Source of Data 

The study utilized monthly time series data on each vari-

able from the Bank of Ghana website. The data span from 

January, 2011 to April, 2023. 

3.2. Trend Models 

Trend analysis helps to identify and understand the under-

lying patterns and directions of the data over the specified 

period. It also helps in detecting and accounting for 

non-stationarity, which is essential for accurate model speci-

fication and reliable statistical inference. Identifying the trend 

in the variables considered is also essential, so as to identify 

the form of co-integration analysis to perform (either with 

restricted trend or unrestricted trend). If the variables exhibit 

quadratic trends, then the co-integration analysis will be done 

with unrestricted trend and vice versa. Three trend models 

were considered: thus the linear, quadratic and exponential 

trend models as given in equations 1, 2 and 3 respectively. 

𝑌𝑡 = 𝛽0 + 𝛽1𝑡 +  𝜀𝑡 ,               (1) 

𝑌𝑡 = 𝛽0 + 𝛽1𝑡 + 𝛽2𝑡
2 + 𝜀𝑡 ,.          (2) 

𝑌𝑡 = 𝛽0 + (𝛽1ᵗ) +  𝜀𝑡,             (3) 

where 𝛽0 is the intercept, 𝛽1 𝑎𝑛𝑑 𝛽2  are the coefficients, 𝑡 

is the value of time unit, and 𝜀𝑡 is the error term. 

3.3. Unit Root Test (Test for Stationarity) 

In time series analysis, it is essential to investigate the 

presence or otherwards of unit root in a series. The presence or 

absence of unit roots helps to identify the nature of the pro-

cesses that generates the time series data and to investigate the 

order of integration (number of time series is differenced to 
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achieve stationarity) of a series which gives a guide the ap-

propriate time series model for the data and to prevent spu-

rious results. A variable is said to be covariance or weakly 

stationary if its mean, variance and the autocovariance are 

finite and time invariant. 

Accurate identification of integration order guides proper 

model specification, avoiding biased parameter estimates and 

unreliable forecasts. The study use Augmented Dickey Fuller 

(ADF) test to investigate presence of unit roots in the varia-

bles. 

The ADF is an extension of the Dickey-Fuller test. With the 

Dickey-Fuller test, the null hypothesis (H0): 𝛼 = 1  which 

implied the time series contains unit roots uses the regression 

model given as 

𝑦𝑡 = 𝛽 + 𝛽𝑡 + 𝛼𝑦𝑡−1 + ∅∆𝑦𝑡−1 + 𝜀𝑡       (4) 

where 𝑦𝑡−1is lag 1 of the series and ∆𝑦𝑡−1is the first differ-

ence of the series at time 𝑡 − 1 

The test statistic for ADF test is given in equation 5. 

𝐴𝐷𝐹 =  
Ŷ

𝑆𝐸(Ŷ)
              (5) 

where Ŷ  is the least square coefficient and 𝑆𝐸(Ŷ)  is the 

standard error of Ŷ. 

The null hypothesis is rejected if the p-value associated 

with the ADF statistic is less than the chosen significance 

level (0.05). 

3.4. Lag Order Selection for Co-Integration and 

Vec Model 

In co-integration and VEC model estimation, selecting the 

appropriate lag order is crucial. This involves determining the 

optimal number of lagged for the co-integration analysis and 

fitting the VEC model. The optimum lag terms in the model 

can be identified using model selection criteria like Akaike 

Information Criterion (AIC), Schwarz Bayesian Information 

Criterion (SBIC), Hannan-Quinn Information criteria (HQIC) 

and likelihood ratio tests (LL). The aim is to strike a balance 

between model complexity and goodness of fit to accurately 

represent dynamic data relationships. 

The test statistic for AIC, SBIC and HQIC are given in 

equations 6, 7 and 8 respectively. 

𝐴𝐼𝐶 =  −2 𝐼𝑛 (𝐿) + 2 𝑘,           (6) 

𝑆𝐵𝐼𝐶 =  −2 𝐼𝑛 (𝐿) + 𝑘 𝐼𝑛 (𝑁),          (7) 

𝐻𝑄𝐼𝐶 =  −2 𝐼𝑛 (𝐿) + 2 𝑘 𝐼𝑛 (𝐼𝑛 (𝑁)),      (8) 

where 𝑘 is the number of parameters in the model, 𝐿 is the 

likelihood, 𝑁 is the number of observations and 𝐼𝑛 is the 

natural logarithm. The best lag order is selected by consider-

ing the lag with the lowest values of AIC, SBIC and HQIC 

values. 

3.5. Testing for Co-Integration 

Co-integration denotes a long-run equilibrium relationship 

between non-stationary time series variables over time. 

Co-integration is crucial in macroeconomic analysis because 

it helps identify the enduring equilibrium connection between 

variables and reveals their interdependencies over long time. 

It also gives ideas on how shocks in any of the economic 

variables affects the equilibrium relationship. The study pri-

marily employed the Johansen test for co-integration to in-

vestigate the long-run relationship between the economic 

variables. 

The Johansen co-integration test is based on the idea that if 

there is a co-integrating relationship among a set of variables, 

they will move together in the long run, even if they exhibit 

short-run fluctuations. The general Johansen co-integration 

tests the null hypothesis of no co-integration (𝑟 = 0) against 

the alternative hypothesis of co-integration (𝑟 > 0) . The 

rank of co-integration (𝑟) is determined by the number of 

eigenvalues that are significantly different from zero. The 

number of statistically significant eigenvalues provides an 

estimate of the number of co-integrating relationships among 

the variables [6, 8]. 

The Johansen test computes the race statistics (𝜆𝑡𝑟𝑎𝑐𝑒) and 

maximum eigenvalue statistics (𝜆𝑚𝑎𝑥) based on the estimated 

model. These statistics follow a chi-square (𝜒2) distribution. 

The decision criterion is, if the 𝜆𝑡𝑟𝑎𝑐𝑒 or 𝜆𝑚𝑎𝑥  exceeds the 

critical value at a specific significance level, the null hy-

pothesis is rejected, suggesting the presence of co-integration. 

The 𝜆𝑡𝑟𝑎𝑐𝑒 and 𝜆𝑚𝑎𝑥  statistics for Johansen co-integration 

are given in equation 9 and 10 respectively; 

𝜆𝑡𝑟𝑎𝑐𝑒(𝑟) =  −𝑇 ∑ 𝐼𝑛
𝑔
𝑖=𝑟+1 (1 − 𝜆̂𝑖),          (9) 

and 

𝜆𝑚𝑎𝑥(𝑟, 𝑟 + 1) = −𝑇 𝐼𝑛(1 − 𝜆̂𝑟−1)        (10) 

where r is the number of co-integrating vectors 

(co-integration rank) under the null hypothesis and 𝜆𝑖 is the 

estimated value for the i
th

 ordered eigenvalue from the 

co-integrating vector and 𝑇 is the number of observations. 

The 𝜆𝑡𝑟𝑎𝑐𝑒 is a joint test with the hypothesis: 

𝐻0 : 𝑟𝑎𝑛𝑘 (𝑐𝑜 − 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛)  ≤

𝑟 (at most 𝑟 integrated vector) against 

𝐻1 : 𝑟𝑎𝑛𝑘 (𝑐𝑜 − 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛) > 𝑟(at least 𝑟 +

1 integrated vector)  

The 𝜆𝑚𝑎𝑥  conducts a different test on individual eigen-

values, and its null hypothesis is that the number of 

co-integrating vectors is r against the alternative of 𝑟 + 1 . 
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The hypothesis under the 𝜆𝑚𝑎𝑥 are given as; 

𝐻0: 𝑟 = 0 𝑣𝑒𝑟𝑠𝑢𝑠 𝐻1: 0 < 𝑟 ≤ 𝑔  

𝐻0: 𝑟 = 1 𝑣𝑒𝑟𝑠𝑢𝑠:  1 < 𝑟 ≤ 𝑔  

𝐻0: 𝑟 = 2 𝑣𝑒𝑟𝑠𝑢𝑠 𝐻1: 2 < 𝑟 ≤ 𝑔  

𝐻0: 𝑟 = 𝑔 − 1 𝑣𝑒𝑟𝑠𝑢𝑠 𝐻1: 𝑟 = 𝑔  

Depending on the nature of trend in the endogenous varia-

bles in the study, the co-integration test can be performed 

with restricted trend or unrestricted trend. With unrestricted 

trend, there are quadratic trends in the levels of the variables 

and that the co-integrating equations are trend stationary. For 

a restricted trend, we assume linear trend in the levels of the 

series. 

The null hypothesis of the Johansen’s test is rejected if the 

p-value associated with each test statistic is less than the sig-

nificant level selected. 

3.6. Vector Error Correction (VEC) Model 

A VEC model is a specialized form of a Vector Auto-

regressive (VAR) model designed for non-stationary series 

known to be co-integrated. The VEC model is used in this 

study to investigate short run relationship between the en-

dogenous variables. The VEC model incorporates 

co-integration restrictions into its specification, allowing for 

long-run convergence to the co-integrating relationships 

while permitting various short-run dynamics. 

In a compact form, the VEC model helps to examine the 

short-run dynamics as well as the long-run equilibrium rela-

tionship (captured by the error correction term). The compact 

form of VEC (p) model is written in equation 12; 

∆𝑦𝑡 = 𝛽0 + ∏𝑦𝑡−1 + Г1∆𝑦𝑡−1 + ⋯ + Г𝑝−1∆𝑦𝑡−𝑝+1 +

𝛾(∏𝑦𝑡−1 − 𝛽0) + 𝜀𝑡,        (11) 

where ∆𝑦𝑡  represents the first difference of the variables 

(𝑦𝑡 − 𝑦𝑡−1 ), 𝛽0 is the constant term (intercept), Π is a 𝑛 ×  𝑛 

matrix of coefficients for the lagged levels of 𝑦𝑡−1 , 

1 , … ,𝑃−1 
 are 𝑛 ×  𝑛 matrices of coefficients for the 

lagged first differences of 𝑦𝑡−𝑖 and 𝜀𝑡 is the error term. 

The error correction term (ECT) is given by; 

𝐸𝐶𝑇𝑡−1 = 𝛾(∏ 𝑦𝑡−1 − 𝛽0),          (12) 

where 𝐸𝐶𝑇𝑡−1 represents the error correction term at time, 

𝑡 − 1 and 𝛾 is the adjustment coefficient. The error correc-

tion term (ECT) in the VEC model captures the adjustment 

process towards the long-run equilibrium, gradually correct-

ing deviations from it through partial short-run adjustments. 

3.7. Model Stability Test Using the Unit Circle 

Statistical inference using a VEC (p) model rest signifi-

cantly on the stability of its parameters over time. A stable 

VEC (p) process generates stationary time series with time 

invariant means, variances and covariance structure. The 

companion matrix of the VEC (p) process with p-endogenous 

variables and r co-integrating vectors (equations) has 𝑝 − 𝑟 

unit eigenvalues; the process is stable if the moduli of the 

remaining eigenvalues are strictly less than one (1). The unit 

circle is use to assess the behavior of the estimated roots of the 

characteristic polynomial of the model. Each root of the 

characteristic polynomial corresponds to a lagged value of the 

variables in the model. When all roots are inside the unit circle 

(less than one (1), it indicates that the model is stable and vice 

versa. 

The stability of the VEC (p) model enables us to write the 

VEC (p) process as an invertible moving average process 

from which further inference such as Impulse Response 

Analysis can be made. For a stable VEC (p) process, the ef-

fects of any deviations from long-run equilibrium gradually 

diminish over time, ensuring that the system does not exhibit 

explosive behavior. 

3.8. The VEC Model Diagnostics 

To use the VEC(p) for statistical inference, it is important to 

investigate whether/not the model adequately fit the series. 

This involves examining if the residuals are white noise series; 

thus whether they are free from serial correlation and condi-

tional heteroscedasticity (non-constant variance). The 

ARCH-LM and Ljung-Box tests are used as diagnostic tools 

to assess the adequacy of the VEC model and to detect the 

presence of or otherwise of ARCH effects and serial correla-

tion (autocorrelation) in the residuals of the fitted model re-

spectively. 

The Autoregressive Conditional Heteroscedasticity La-

grange Multiplier (ARCH-LM) test is conducted to assess 

whether there is evidence of heteroscedasticity in the residuals 

of the fitted model. The ARCH-LM test statistic is given as, 

𝐿𝑀 = 𝑛𝑅2              (13) 

where 𝑛 is the number of observations and 𝑅2 is the coef-

ficient of determination of the axillary residual regression. 

The ARCH-LM test checks the null hypothesis that the vari-

ance of the residuals is homoscedastic (constant) against the 

alternative hypothesis that the variance is heteroscedastic. 

The Ljung-Box test is used to tests for the presence of re-

sidual autocorrelation and residual independence. This test 

assesses whether there are significant serial correlations in the 

residuals beyond a certain lag. A rejection of the null hy-

pothesis suggests the presence of residual autocorrelation. It 

involves regressing the residuals on lagged residuals and 

conducting a Ljung-Box test for residual autocorrelation. It 

tests the null hypothesis that there is no autocorrelation up to a 

certain lag order. 
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The test statistic for the Ljung-Box test is given in equation 

14, 

𝑄𝑚 = 𝑇(𝑇 + 2) ∑ (𝑇 − 𝐾)−1𝑚
𝑘=1 𝑟𝑘

2,           (14) 

where 𝑟𝑘
2 is the residual autocorrelation at lag 𝑘, 𝑇 is the 

number of residuals, 𝑚 is the number of times lags included 

in the test 

Both the ARCH-LM and Ljung Box test are chi-square 

distributed. If the test statistic exceeds the critical value from 

the chi-square table (or p-value < 0.05), the null hypothesis in 

each case is rejected or if the p-value associated with each test 

is smaller than the critical values, the null hypothesis is re-

jected. 

3.9. Impulse Response Function Analysis 

Impulse response function (IRF) analysis is used to exam-

ines the response of each endogenous variable to a shock 

(sudden change) in the other variables in a stable VAR/VEC 

model [10]. The IRF analysis allows the study to assess the 

significance and persistence of the impact of shocks in the 

variables on each other. The test statistic for IRF is calculated 

based on the estimation of the VEC model and the vari-

ance-covariance matrix of the coefficients. The IRF analysis 

is typically used for hypothesis testing regarding the impact of 

shocks on variables in the system over time. The test statistic 

for IRF analysis is based on the Wald test, which evaluates the 

significance of the impulse responses. The Wald test statistic 

is computed using equation 15 

𝑊𝑎𝑙𝑑 𝑇𝑒𝑠𝑡 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 =  
𝐼𝑅𝐹𝑡

𝑆𝐸(𝐼𝑅𝐹𝑇)
,           (15) 

where 𝐼𝑅𝐹𝑡 is the impulse response coefficient at time 𝑡 and 

𝑆𝐸(𝐼𝑅𝐹𝑇 ) is the standard error of the impulse response co-

efficient at time 𝑡. 

When the impulse response coefficient at time 𝑡 is equal to 

zero (that is, 𝐼𝑅𝐹𝑡 = 0), it indicates that there is no significant 

impact of the shock on the variable at that specific time point. 

Alternatively, when impulse response coefficient at time t is 

not equal to zero (that is, 𝐼𝑅𝐹𝑡 ≠ 0), it shows a significant 

impact of the shock on the variable at that specific time point. 

3.10. Forecast Error Variance Decomposition 

Forecast error variance decomposition (FEVD) is a tech-

nique used to understand the contribution of each variable in 

the model to the forecast error variance. It quantifies the rel-

ative importance of the variables in explaining the forecast 

uncertainty [10]. By decomposing the forecast error variance, 

it provides insights into the dynamic interactions and relative 

impact of the variables over time. The formula for calculating 

the forecast error variance decomposition for a particular 

variable at a specific forecast horizon "ℎ" is as; 

𝐹𝐸𝑉𝐷𝑖,𝑡+ℎ = 
𝛿𝑖,𝑡+ℎ

2

∑ 𝛿𝑗,𝑡+ℎ
2𝑘

𝑗=1

                (16) 

where 𝐹𝐸𝑉𝐷𝑖,𝑡+ℎ  is the forecast error variance decomposi-

tion of variable "𝑖" at time "𝑡 + ℎ", 𝛿𝑖,𝑡+ℎ
2  is the conditional 

variance of the forecast error of variable "𝑖" at time "𝑡 + ℎ" 

and 𝑘 is the total number of variables in the model. 

4. Results and Discussions 

4.1. Descriptive Analysis for MTF, MPR, CLR, 

NGR and CPI 

The summary statistics in Table 1 revealed that, MTF is 

left-skew (skewness of -0.2129) and platykurtic (excess kur-

tosis of -0.2451). MPR shows moderate variability, 

right-skewed (skewness of 0.7668), and is platykurtic (excess 

kurtosis of -0.6195). CLR exhibits low variability, 

right-skewed distributed (skewness of 0.4921), and is lepto-

kurtic (excess kurtosis of 1.1448). NGR has moderate varia-

bility, positively skewed (skewness of 0.1982), and is lepto-

kurtic (excess kurtosis of 0.3439). CPI displays moderate 

variability, is positively skewed (skewness of 2.8007) and 

highly leptokurtic (excess kurtosis of 8.0285). 

Table 1. Summary Statistics for MTF, MPR, CLR, NGR and CPI. 

Variable Mean Minimum Maximum Std. Dev. C.V. Skewness Ex. Kurtosis 

MTF -31.576 -733.06 666.99 275.66 8.73 -0.2129 -0.2451 

MPR 18.25 12.5 29.5 4.541 0.2488 0.7668 -0.6195 

CLR 25.826 20.04 36.64 3.2464 0.1257 0.4921 1.1448 

NGR 14.208 -1.71 35.5 6.6288 0.4665 0.1982 0.3439 

CPI 14.426 7.5 54.1 9.1239 0.6325 2.8007 8.0285 
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4.2. Time Series Plots and Correlogram for MTF, 

MPR, CLR, NGR and CPI 

Figure 1 presents the time series plots for merchandise 

trade flows (MTF), monetary policy rate (MPR), commercial 

banks' lending rate (CLR), nominal growth rate (NGR), and 

consumer price inflation (CPI) from January 2012 to April 

2023. MTF displays significant fluctuations with a good 

number of negative MTF values from 2017 onwards. MPR 

shows variability with sharp increases in early 2017 and de-

creases from 2020. CLR exhibits sharp fluctuations initially, 

with peaks between 2012 and 2013. NGR demonstrates 

fluctuations with sharp peaks 2013 and 2021. CPI experiences 

higher initial variability with sharp peaks in early 2012, fol-

lowed by moderate fluctuations and lower variability from 

2013. The significant fluctuations in each series are a sign of 

non-stationarity. 

 
Figure 1. Time series Plots for MTF, MPR, CLR, NGR and CPI. 

4.3. Trend Analysis for MTF, MPR, CLR, NGR 

and CPI 

Trend analysis was conducted to help in detecting the nature 

of trend in each over time. This is vital for accurate model 

specification and reliable statistical inference. Table 2 presents 

the model evaluating metrics for the three trend models for 

MTF, MPR, CLR, NGR and CPI. The mean absolute per-

centage error (MAPE), mean absolute deviation (MAD), and 

mean squared deviation (MSD) are used. From the results, the 

quadratic trend model best fit the MTF, MPR, CLR and NGR 

series, since it has the lowest values of MAPE, MDA and MSD 

for each variable. However, the exponential trend model best fit 

the CPI series as it has the lowest values of MAPE and MAD. 

Since the variables exhibit quadratic trends, the co-integration 

analysis will is done with unrestricted trend. 

Table 2. Trend Analysis for MTF, MPR, CLR, NGR and CPI. 

Variable Model MAPE MAD MSD 

 
Linear 323.200 151.800 34099.00 

MTF Quadratic 314.3000 151.500 3384.800 

 
Linear 20.861 3.801 19.709 
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Variable Model MAPE MAD MSD 

MPR Quadratic 17.485 3.274 17.124 

 
Exponential 19.751 3.705 20.012 

 
Linear 8.817 2.268 9.636 

CLR Quadratic 8.729 2.249 9.629 

 
Exponential 8.497 2.217 9.701 

 
Linear 56.815 4.819 38.328 

NGR Quadratic 47.150 4.068 30.035 

 
Linear 40.287 5.658 69.785 

CPI Quadratic 44.685 6.006 63.084 

 

Exponential 32.840 5.233 74.133 

BOLD means the best trend model 

 
Figure 2. Correlogram plots for MTF, MPR, CLR, NGR and CPI series. 

Correlogram analyses of the original series for MTF, MPR, 

CLR, NGR and CPI are presented in Figure 2. The correlo-

gram for MTF is indicating a positive and significant corre-

lation between MTF and its own lagged values up to lag 40. 

Similar correlogram analyses are obtained for MPR, CLR, 

NGR, and CPI in subsequent figures reveal their respective 

autocorrelation patterns. For instance, MPR values are cor-

related with their own lagged values up to 20 periods, while 

CLR values follow each other closely, and the correlation 

weakens with increasing time lag, showing autocorrelations 

up to lag 20. NGR also exhibits significant autocorrelations up 

to 18 lags, and CPI shows significant autocorrelations for the 

first 15 lags. This indicates varying degrees of short-term 

correlation between values. The presence of non-stationarity 

is seen in the ACF and PACF plots of these variables since the 

ACF plot of each series shows slow decaying nature and their 

PACF plot have a highly significant spike at lag 1. 

4.4. Test for Unit root (non-stationarity) 

Stationarity test was conducted to identify the order of in-

tegration of each variable. This will ensure valid 

co-integration tests, proper model specification and reliable 

inference. Table 3 shows the results of the Augmented Dick-

ey-Fuller (ADF) unit root test for the MTF, MPR, CLR, NGR, 

and CPI in their original data form and after first differencing. 

The test is conducted with constant only and with constant and 

trend. The p-values of the ADF test (constant only) for the 
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original data for MTF, MPR, CLR, NGR and CPI are 0.7986, 

0.7017, 0.5974, 0.6872 and 0.7315 respectively showing 

insignificant ADF statistics at 5%. Also, the ADF statistic 

when both constant and trend were modeled for all the varia-

bles are also not significant (p-values all greater than 0.05 

significance level). Hence, the original dataset for all varia-

bles are non-stationary. 

However, after first differencing, the p-values associated 

with the ADF statistics for each variable is less than at 5% 

significance level hence the ADF statistic is significant for the 

differenced series. All the variables recorded stationarity at 

first differencing either with constant only or with constant 

and trend hence are integrated of order one (I(1)). 

Table 3. ADF Unit Root Test Results for original data and first differenced data. 

ADF Unit Root test (12 lags) 

Variable Constant only Constant and Trend 

 Test statistic p-Value Test statistic p-Value 

MTF (Original series) -0.8687 0.7986 -2.3151 0.4251 

1st differenced MTF -7.6401 <0.0001** -7.5943 <0.0001** 

     MPR (Original series) -1.1401 0.7017 -1.1570 0.9178 

1st differenced MPR -3.4767 0.0086** -3.5072 0.0385** 

     CLR (Original series) -1.3726 0.5974 -2.3310 0.4164 

1st differenced CLR -5.0202 <0.0001** -50669 0.0001** 

     NGR (Original series) -1.1759 0.6872 -1.8865 0.6615 

1st differenced NGR -5.8661 <0.0001** -5.9920 <0.0001** 

     CPI (Original series) -3.5285 0.7315 -3.2808 0.6939 

1st differenced CPI -4.1963 0.0007** -4.3932 0.0022** 

** means significant at 5% 

4.5. Lag Order Selection for Co-Integration and 

VEC modeling 

Table 4 presents the lag order selection criteria for model-

ing the relationship between the time series variables consid-

ered. The criteria considered in selecting the best lag order 

include the log-likelihood (loglik), Akaike information crite-

rion (AIC), Schwarz Bayesian information criterion (SBIC), 

and Hannan-Quinn information criterion (HQIC). 

The results shows that, lag order 2 is the optimal lag for 

modeling the relationship between the economic variables 

considered overtime. Since lag 2 has the highest 

log-likelihood (Loglik) value of -1512.5619, least AIC value 

of 26.9496, least SBIC and HQIC of values of 28.3837 and 

27.9908 respectively. This implies that, lag 2 is the appropri-

ate lag order that adequately captures the relationships among 

merchandise trade flows (MTF), monetary policy rate (MPR), 

commercial banks’ lending rate (CLR), nominal growth rate 

(NGR), and consumer price inflation (CPI) with the exoge-

nous variable, Money Supply (MoS) hence the co-integration 

test and VEC modelling will be done at lag 2. 

Table 4. Lag Order Selection for Co-integration and VEC Model. 

Lag Loglik AIC SBIC HQIC 

1 -1771.9251 27.7219 29.0145 28.2942 

2 -1512.5619 26.9496 28.3837 27.9908 

3 -1752.0876 27.8186 29.5832 28.5356 

4 -1707.1104 27.8796 30.1947 28.8197 

5 -1694.3071 28.0663 30.9338 29.2314 

6 -1684.3000 28.2969 31.7159 29.6862 

7 -1665.1287 28.5666 32.3570 29.9999 

8 -1651.8321 28.6187 33.0885 30.4040 

9 -1625.5164 28.5793 33.6197 30.6079 

10 -1605.2154 27.9625 34.2434 30.9042 
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Lag Loglik AIC SBIC HQIC 

11 -1577.6570 27.8013 34.7556 31.0889 

12 -1512.7228 27.9624 34. 6901 30.6962 

BOLD means the best lag selected 

4.6. Johansen Co-integration Test 

The Johansen co-integration test is conducted to explore the 

long run relationships between MTF, MPR, CLR, NGR, and 

CPI, with MoS as the exogenous variable and the results are 

presented in Table 5. The eigenvalues provide insights into the 

number of co-integrating relationships. Each rank corre-

sponds to a potential co-integrating relationship. At rank 0, 

the null hypothesis of no con-integration between the varia-

bles is rejected by both the trace test and the L-max test since 

the p-values for both tests are less than 5% significance level 

(p-value of <0.0001 and <0.0001 respectively). At the 5% 

significance level, the null hypothesis of at most one 

co-integrating equation (rank of 1) and at most two 

co-integrating equations (rank of 2) among the five endoge-

nous variables are rejected; This is justified by the p-values of 

the trace statistic and L-max tests (the p-values for the two test 

for ranks 1 and 2 are all less than 5% significance level). 

However, we fail to reject the null hypothesis of at most three 

(3) co-integrating relationship between the variables. At 

𝑟 = 3, the p-values for both trace statistic and L-max tests are 

0.0530 and 0.1129 respectively, which are all greater than the 

5% significance level. The co-integration results revealed that, 

there exist Long -run relationship between the variables and 

there exist three linearly independent co-integrating vectors 

describing this long-run relationship. 

Table 5. Unrestricted Trend Johansen Co-integration test results. 

Rank (r) Eigenvalue Trace test p-value L-max test p-value 

0 0.3227 146.2900 <0.0001 56.8890 <0.0001 

1 0.25518 89.4020 <0.0001 43.0140 <0.0001 

2 0.1837 46.3890 0.0002 29.6350 0.0017 

3 0.0789 16.7540 0.0530 11.9500 0.1129 

BOLD means, best rank 

The matrix below displays the co-integrating vectors of the 

relationship. From the co-integration vectors 1, past MTF 

values has a strong and direct influence on its current values in 

the long run, with a coefficient of 1.0000. NGR is positively 

related to MTF with a coefficient of 17.8720, and CPI also 

demonstrates a positive association with MTF in a long-run 

(coefficient of 10.8170). In the second relationship, MPR 

shows a strong positive self-relationship with a coefficient of 

1.0000, and NGR has a positive but less pronounced impact 

on MPR, while CPI has a negative long-run relationship with 

MPR. In the third relationship, CLR exhibits a strong 

self-influence with a coefficient of 1.0000, NGR has a posi-

tive long-run impact on CLR (coefficient of 0.1476), and CPI 

is negatively associated with CLR in the long run with a co-

efficient of -0.3585. 

The co-integration vector (∏) from the test is given as 

follows. 

∏ = 

[
 
 
 
 
𝑀𝑇𝐹
𝑀𝑃𝑅
𝐶𝐿𝑅
𝑁𝐺𝑅
𝐶𝑃𝐼 ]

 
 
 
 

=  

[
 
 
 
 
1.0000 0.0000 0.0000
0.0000 1.0000 0.0000
0.0000 0.0000 1.0000
17.8720 0.7959 0.1476
10.8170 −0.3585 −0.3585]

 
 
 
 

  

4.7. Vector Error Correction (VEC) Model 

Since there exist long-run equilibrium relationship between 

the variables, a VEC (2) model is fitted for the data to deter-

mine the short-run relationships and the results are presented 

in Table 6. 

In the MTF model, there exist a negative and significant 

(p-value < 0.05) relationship at 5% between current MTF 

values and its past value, which indicates that an increase in 

the previous MTF values leads to a decrease in the current 

MTF. CLR positively impact MTF at 10% significance level 

whiles NGR and MoS have positive and significant impact on 

MTF at 5%. The positive relationship implies that, an increase 

in any of these variables results in increase in MTF and vice 

versa. This indicates that the economic variables, when in-

creased, lead to a corresponding increase in merchandise trade 

flows (MTF). MPR and CPI have no significantly impact on 

merchandise trade flows (MTF). The error correction term 

(EC 1) is highly significant, indicating a strong correction 

mechanism back to equilibrium. The model explains about 

25.94% of variation in MTF, with no significant autocorrela-

tion in the residuals as shown by the Durbin Watson statistic. 
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While there are nuances and exceptions (like resource effi-

ciency improvements reducing exports in [19] study), the 

positive relationship between economic variables and MTF is 

broadly supported by [7, 24]. This implies that, increases in 

CLR, NGR, and MoS lead to corresponding increases in 

merchandise trade flows (MTF), indicating that these factors 

are key drivers of trade activity. 

In the MPR model, its own lag values and lagged values of 

CLR, NGR and MoS are significant determinants at 5%. CLR, 

NGR and MoS have positive impact on MPR. About 12.59% 

portion of the variation in MPR is explained by the regression 

model, with no first-order serial correlation in the residuals. 

The relationships between MPR and variables like CLR, NGR, 

and MoS reflect the central bank's role in managing inflation 

and economic activity, which aligns with findings from [1, 7]. 

The positive impact of CLR, NGR, and MoS on MPR sug-

gests that central bank policy adjustments are influenced by 

these variables to control inflation and stabilize economic 

activity. 

The CLR model shows significant relationships with its 

own lag and that of NGR (positive relationship). The model 

explains about 23.71% of the variation in CLR, with no sig-

nificant autocorrelation in the residuals. The relationship 

between government revenue (NGR) and lending rates (CLR) 

tie into broader economic conditions affecting investment and 

borrowing costs, as mentioned by [2, 12] in their discussions 

on inflation and economic variables. Higher NGR may impact 

inflation and investment conditions, indirectly influencing 

lending rates. 

In the NGR model, CLR, CPI and MoS are significant have 

significant impact on it at 5%, but NGR has a weak relation-

ship. The model explains approximately 17.38% of the varia-

tion in NGR, with no significant autocorrelation in the re-

siduals as shown by the Durbin Watson statistic. The findings 

align with the literature’s emphasis on the influence of ex-

ternal economic factors on trade and revenue. Studies by [7, 

16, 19, 20, 24] support the notion that factors like government 

policies, inflation, and external measures significantly affect 

economic variables, consistent with the observed impacts in 

the NGR model. The model explains about 29.36% of the 

variation in CPI, with no significant serial correlation in the 

residuals as shown by the Durbin Watson statistic. The sig-

nificant negative EC term (whether positive or negative) 

shows that the model has a mechanism to correct deviations 

from the long-run equilibrium, ensuring that the variables 

move back towards equilibrium over time upon deviation 

from it. 

Table 6. VEC (2) Model Results. 

Equations Variables Coefficient Std. Error t-ratio p-value 

 Const. -29.1365 260.8600 -0.1117 0.9112 

 MTF lag 1 -0.2039 0.0820 -2.4868 0.0141** 

MTF MPR Lag 1 -6.1773 9.9100 -0.6233 0.5341 

 CLR Lag 1 31.3301 17.0353 1.8391 0.0681* 

 NGR Lag 1 7.3060 3.0953 2.3603 0.0197** 

 CPI Lag 1 -3.7180 6.6421 -0.5598 0.5766 

 MoS 0.0026 0.0010 2.4963 0.0137** 

 EC 1 -0.3817 0.0741 -5.1496 <0.0001** 

 EC 2 -0.5214 2.4833 -0.2099 0.8340 

 EC 3 1.8751 10.5236 0.1782 0.8588 

 R² Adjusted 0.2594    

 Durbin-Watson 1.9951    

 Const. -0.9792 3.3993 -0.2881 0.7737 

 MTF lag 1 0.0006 0.0011 0.5523 0.5816 

 MPR Lag 1 -0.2630 0.1291 -2.0367 0.0436** 

 CLR Lag 1 0.5587 0.2220 2.5168 0.0130** 

 NGR Lag 1 0.0865 0.0403 2.1439 0.0338** 

MPR CPI Lag 1 -0.0311 0.0866 -0.3589 0.7202 

 MoS 0.0001 <0.0001 1.7873 0.0761* 
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Equations Variables Coefficient Std. Error t-ratio p-value 

 EC 1 -0.0023 0.0010 -2.3405 0.0207** 

 EC 2 0.0820 0.0324 2.5327 0.0125** 

 EC 3 -0.0300 0.1371 -0.2188 0.8271 

 R² Adjusted 0.1259    

 Durbin-Watson 2.0013    

 Const. 5.4913 2.5493 2.1540 0.0330** 

 MTF lag 1 0.0009 0.0008 1.1795 0.2403 

 MPR Lag 1 -0.1147 0.0968 -1.1847 0.2382 

 CLR Lag 1 0.2915 0.1665 1.7512 0.0822* 

CLR NGR Lag 1 0.0768 0.0302 2.5389 0.0123** 

 CPI Lag 1 0.0049 0.0649 0.0757 0.9398 

 MoS <0.0001 <0.0001 -0.2929 0.7701 

 EC 1 -0.0009 0.0007 -1.2178 0.2254 

 EC 2 0.1183 0.0243 4.8758 <0.0001** 

 EC 3 -0.2989 0.1028 -2.9060 0.0043** 

 R² Adjusted 0.2371    

 Durbin-Watson 2.1210    

 Const. 28.44 7.5652 3.7593 0.0003** 

 MTF lag 1 -0.0004 0.0024 -0.1783 0.8588 

 MPR Lag 1 -0.1465 0.2874 -0.5098 0.6110 

 CLR Lag 1 1.0164 0.4940 2.0574 0.0416** 

 NGR Lag 1 -0.0874 0.0898 -0.9732 0.3322 

NGR CPI Lag 1 -0.3677 0.1926 -1.9091 0.0584* 

 MoS <0.0001 <0.0001 -2.9338 0.0039** 

 EC 1 -0.0022 0.0021 -1.0018 0.3182 

 EC 2 -0.1512 0.0720 -2.0995 0.0376** 

 EC 3 -0.9246 0.3052 -3.0295 0.0029** 

 R² Adjusted 0.1738    

 Durbin-Watson 1.9906    

 Const. -5.6804 6.2888 -0.9033 0.3680 

 MTF lag 1 0.0029 0.0020 1.4715 0.1435 

 MPR Lag 1 -0.2960 0.2389 -1.2390 0.2175 

 CLR Lag 1 0.3934 0.4107 0.9579 0.3398 

CPI NGR Lag 1 0.2017 0.0746 2.7027 0.0078** 

 CPI Lag 1 0.1201 0.1601 0.7500 0.4545 

 MoS <0.0001 <0.0001 2.6582 0.0088** 

 EC 1 -0.0052 0.0018 -2.8882 0.0045** 

 EC 2 0.3082 0.0599 5.1488 <0.0001** 

 EC 3 -0.0204 0.2537 -0.0806 0.9359 
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Equations Variables Coefficient Std. Error t-ratio p-value 

 R² Adjusted 0.2937    

 Durbin-Watson 1.9147    

* means significant at 10% 

** means significant at 5% 

4.8. Model Diagnostics Analysis of VEC (2) 

Model 

In Figure 3, the residual plots suggest that the VEC (2) 

model performs well, as the residuals for each variable fluc-

tuate randomly around zero with no clear trends or patterns. 

The variability of the residuals is relatively constant over time, 

indicating that the model errors are homoscedastic and the 

model captures the underlying data structure adequately. 

 
Figure 3. VEC (2) Model Residual plots. 
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Figure 4. Unit Circle for VEC (2) model stability. 

Figure 4 shows the results of the stability test for the VEC 

(2) model. Since all the eigenvalues are within the unit circle 

(eigenvalues less than 1), the parameters of the VEC (2) 

model are stable over time. This implies that the system's 

dynamics will not diverge over time and that the model will 

return to equilibrium after a shock. Hence, the VEC (2) model 

passes the stability test hence further analysis such IRF test 

and FEVD analysis can be done. 

The ARCH-LM test and Ljung Box test results for all the 

five equations of the VEC (2) model are presented in Table 7. 

The p-values for both the ARCH-LM and Ljung-Box test 

statistics in the various models, MTF, MPR, CLR, CPI and 

NGR, exceed the significance level of 0.05, suggesting in-

significance of the statistic. This implies that the variance of 

the residuals of  each model is homoscedastic (constant var-

iance) and there is no autocorrelation in the residuals of the 

models. 

Table 7. ARCH-LM and Ljung Box Test Results for ARCH Effects. 

Model Number of 

Lags 

ARCH-LM Ljung-Box 

Test statistic p-value Test statistic p-value 

MTF 24 21.2111 0.6265 23.3252 0.5010 

MPR 24 40.1364 0.0607 36.8286 0.0555 

CLR 24 32.7394 0.19693 12.5243 0.9730 

NGR 24 19.0587 0.74885 12.5243 0.9730 

CPI 24 26.1727 0.3445 38.3917 0.0556 

 
 

 0  0.5  1

VEC inverse roots in relation to the unit circle
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4.9. Impulse Response Function (IRF) of the 

VEC (2) Model 

The impulse response function results in Table 8 reveal that 

MTF exhibits a significant positive response to its own shocks, 

stabilizing around 37.369 by period 15, while MPR, CLR, 

NGR, and CPI respond negatively to shocks in MTF, with CPI 

showing the largest negative response (IRF of -1.4939). MPR 

shows a diminishing positive response to its own shocks, 

settling around 1.4307, while MTF, CLR, and NGR exhibit 

negative responses, and CPI maintains a positive response. 

CLR's own shock response is initially strong and positive but 

diminishes to slightly negative by period 15, while MTF, 

MPR, NGR, and CPI show variable responses. NGR has a 

significant positive response to its own shocks, stabilizing 

around 1.3641, while MTF responds negatively, and MPR, 

CLR, and CPI show slight positive responses. CPI's response 

to its own shocks is strongly positive, stabilizing around 

0.6449, while MTF, MPR and CLR response negatively. NGR 

has a positive response to sudden changes in CPI. These re-

sults indicate the varying influence of shocks across variables, 

with MTF and CPI showing significant self-responses and 

generally negative cross-responses. The results imply that 

while MTF and CPI are significantly influenced by their own 

shocks, other variables (MPR, CLR, NGR) generally exhibit 

negative or minimal cross-responses, indicating varying de-

grees of interconnectedness and impact within the VEC (2) 

system. 

Table 8. Impulse Response Function Results for selected periods. 

Equation Period MTF MPR CLR NGR CPI 

 1 156.9700 0.0056 0.1455 0.0519 -0.1071 

 2 70.7130 -0.1612 0.1624 -0.3714 -0.3611 

MTF 5 38.5970 -0.5779 -0.2927 -0.9876 -1.4837 

 10 36.2690 -0.6338 -0.3681 -1.2076 -1.5084 

 15 37.3690 -0.6260 -0.3612 -1.1839 -1.4939 

 1 0.0000 2.0455 1.1607 -0.5482 2.7623 

 2 2.6250 1.8693 1.0393 -0.5677 2.3329 

MPR 5 -10.0560 1.5268 0.5892 -0.5268 1.3452 

 10 -5.8614 1.4360 0.4533 -0.4254 1.1072 

 15 -4.8469 1.4307 0.4437 -0.3846 1.0806 

 1 0.0000 0.0000 0.9925 -0.5358 1.8101 

 2 18.3370 -0.2310 0.8868 -0.0606 1.5367 

CLR 5 -5.0616 -0.4242 0.06951 -0.3580 -0.0964 

 10 5.1160 -0.5893 -0.1868 -0.1251 -0.5341 

 15 7.0816 -0.6004 -0.2061 -0.0418 -0.5900 

 1 0.0000 0.0000 0.0000 4.4870 -0.2061 

 2 3.1975 0.5065 0.5029 2.7496 1.4239 

NGR 5 -42.6340 0.2461 0.2624 1.4904 1.1442 

 10 -39.0450 0.2570 0.2529 1.3400 1.2778 

 15 -38.2300 0.2648 0.2610 1.3641 1.2897 

 1 0.0000 0.0000 0.0000 0.0000 1.8330 

 2 -14.6140 -0.2395 -0.0394 0.1813 1.3721 

CPI 5 -14.1920 -0.2578 0.0520 1.4479 0.7532 

 10 -28.5910 -0.3052 0.0447 1.2763 0.6200 

 15 -29.1320 -0.3025 0.0487 1.2344 0.6449 
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4.10. Forecast Error Variance Decomposition 

(FEVD) of the VEC (2) Model 

The Forecast Error Variance Decomposition (FEVD) re-

sults illustrate the proportion of the forecast error variance of 

each variable that can be attributed to shocks in each of the 

variables over different periods. The FEVD results for the 

VEC (2) model in Table 9 below reveal that in the first period 

for MTF, majority of its forecast variance is explained by its 

own shocks initially (100%) but decreases to about 63.41% by 

period 15, with increasing contributions from NGR (24.92%) 

and CPI (10.04%). This shows that NGR and CPI will have 

greater impact on MTF in a long run than the other variables. 

MPR's variance is primarily self-explanatory, starting at 

99.99% and decreasing to 77.21% by period 15, with notable 

contributions from MTF (9.97%) and CLR (7.80%). This 

shows that MTF and CLR will have greater impact on MPR in 

a long run than the other variables. For CLR, MPR contributes 

significantly in its forecast variance (beginning with 57.2463 

and ending at 81.5034 for period 10). This shows the superior 

impact of MPR on CLR in a long-run than the other endog-

enous variables. The results suggest that while NGR is ini-

tially driven by its own shocks, over time, MPR plays a sig-

nificant role in explaining the forecast error variance in NGR, 

followed by CLR and MTF. The FEVD results for CPI show 

that while CPI itself initially explains 97.15% of its forecast 

error variance in period 1, by period 15 this decreases to 

56.65%, with significant contributions from NGR (22.48%) 

and MTF (16.53%). The results suggest that while forecast 

error variance in each variable is initially dominated by its 

own shocks, over time, other variables increasingly contribute 

to their forecast error variances, indicating interconnected 

dynamics and mutual influence within the system as revealed 

by the co-integrating equations and the VEC(2) model. 

Table 9. Variance Decomposition results for selected periods. 

Equation Period MTF MPR CLR NGR CPI 

 1 100.0000 0.0000 0.0000 0.0000 0.0000 

MTF 2 98.1232 0.0228 1.1132 0.0338 0.7070 

 5 87.6569 0.4787 0.8890 9.5319 1.4434 

 9 70.7478 0.1347 0.3483 26.4205 2.3487 

 10 71.7046 0.8378 0.7161 20.5787 6.1627 

 15 63.4063 0.7989 0.8320 24.9234 10.0393 

 1 0.0007 99.9993 0.0000 0.0000 0.0000 

 2 0.3224 95.1282 0.6609 3.1781 0.7105 

MPR 5 4.1032 89.3434 1.7505 3.1819 1.6209 

 10 8.4541 80.8714 5.8667 2.6333 2.1745 

 15 9.9713 77.2107 7.7992 2.5438 2.4750 

 1 0.8994 57.2463 41.2463 0.0000 0.0000 

 2 1.0562 53.9326 39.3574 5.6193 0.0345 

CLR 5 1.3926 75.2819 21.9425 1.3335 0.0495 

 10 0.9656 81.5034 14.6424 2.2763 0.6123 

 15 13.0989 53.7540 21.9662 10.8911 0.2899 

 1 0.6718 52.5777 46.7505 0.0000 0.0000 

 2 1.2127 60.6269 36.2952 1.8591 0.0060 

NGR 5 2.5121 57.1324 31.4952 8.7470 0.1133 

 10 9.0891 55.7967 25.0409 9.8311 0.2422 

 15 13.0989 53.7540 21.9662 10.8911 0.2899 

 1 0.0130 1.4502 1.3850 97.1518 0.0000 

CPI 2 0.4887 2.1638 1.0101 96.2233 0.1141 

 5 4.3702 3.0807 1.3733 80.3274 10.8484 
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Equation Period MTF MPR CLR NGR CPI 

 10 12.4288 3.4807 1.2544 63.2874 19.5487 

 15 16.5277 3.3931 0.9564 56.6463 22.4765 

 

5. Conclusion and Recommendation 

In conclusion, the studies investigated both short-run and 

long-run relationship between merchandise trade flows 

(MTF), monetary policy rate (MPR), commercial lending rate 

(CLR), nominal growth rate (NGR) and consumer price index 

(CPI). The nature of trend in each series was investigate. The 

results revealed that quadratic trend model best models MTF, 

MPR, CLR and NGR whiles an exponential trend best models 

CPI. Since the trend is quadratic in nature, the Johansen 

co-integration test with unrestricted trend was performed to 

investigate long-run relations between the variables. The 

results revealed long-run equilibrium relationships among the 

variables and three (3) co-integrating equations describes this 

long-run relationship. In terms of short-run relationships, the 

VEC (2) model revealed that, CLR, NGR, MoS have positive 

and significant impact on MTF. CLR, NGR and MoS have 

positive and significant impact on MPR, NGR have positive 

and significant impact on CLR, CPI and MoS have significant 

impact on NGR whiles NGR and MoS have significant impact 

on CPI. Model diagnostics performed on the VEC (2) re-

vealed that, all the model parameters are structurally stable 

over time and the residuals of the individual models are free 

from serial correlation and conditional heteroscedasticity. The 

three EC mechanisms show that the model has a mechanism 

to correct deviations from the long-run equilibrium, ensuring 

that the variables move back towards equilibrium over time. 

Again, IRF showed that shocks to one variable directly impact 

itself and the other variables. FEVD revealed that each vari-

able significantly determines its own forecast error variance 

with minimal increase from other variables over time. For 

future studies, it is recommended to explore the potential 

nonlinear dynamics and asymmetric adjustments in the rela-

tionships between merchandise trade flows (MTF) and the 

macroeconomic variables. Future research could apply ad-

vanced econometric models, such as nonlinear autoregressive 

distributed lag (NARDL) or Markov-switching models, to 

capture potential asymmetries and regime shifts in both 

short-run and long-run dynamics, offering deeper insights into 

the behavior of these economic variables under different 

conditions. 
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