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Abstract 

Artificial Intelligence has become a basic necessity in 20th century with the emergence of new AI tools and APPs. As artificial 

intelligence has occupied the functionality of major human based activities, its integration is also seeing a transformative shift in 

political advertising, especially in the creation of speeches and in communicating party agendas to the general public and plying 

a vital role in opinion making and agenda setting. AI is already being used all over the globe to tailor the political speeches 

keeping in view the interests of specific voter segments. Recently the use of AI in political advertising has seen a dramatic shift 

when Pakistan's imprisoned former Prime Minister Imran Khan delivered an AI generated cloned speech that has stunned the 

nation. The AI-generated audio, which was played during a virtual rally of his Pakistan Tehreek-e-Insaf (PTI) party, featured a 

voice replicating Khan's, praising his supporters and urging people to vote for PTI in the upcoming general elections. This 

innovative use of technology has the potential to impact the political landscape for the general elections in Pakistan and more 

specifically in time of crisis communication. In regard with the case study of Imran Khan’s AI generated speech, the aim of this 

research is to explore the effectiveness of his message conveyed through AI and its overall impact on the manipulation of public 

opinion and election campaign. This paper investigates public reactions and evaluates the effectiveness of delivering 

personalized messages through AI-driven content. This research also addresses the concerns related to privacy, manipulation, 

and the need for transparency in the development and deployment of AI-driven political advertising. This research study is 

conducted through a mixed-method approach, combining qualitative and quantitative research. Research data is obtained from 

the surveys and interviews of political analysts. Based on the results of research, it will be presenting to which extent AI should 

be used, what ethical considerations should be met and how a regulatory frame work should be there to keep an eye on the AI 

generated content. 
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1. Introduction 

In computer science, Artificial Intelligence (AI) is the study 

of machines that are capable of learning, reasoning, solving 

problems, seeing, and comprehending language—tasks that 

normally require human intelligence. Tucker et al, explored 

that AI has been used for the targeted advertising and mi-

cro-targeting strategies, by analysing the data to identify 

specific demographics and tailor political messages accord-

ingly [1]. 

Holmes et al, stated that automated technologies, have been 

deployed to generate political content, like political speeches 

and advertisements. This research concluded that the use of 

NLP algorithms was used to create persuasive political mes-

sages. [2]. Diakopoulos, delves into the ethical implications of 

personalized and highly targeted political ads. This study 

raised the concerns related to privacy and the manipulation of 

public opinion [3]. Li et al, mentioned that the rise of deepfake 

technology has also significantly influenced political adver-

tising, prompting studies that investigate the impact of deep-

fakes on public perception and the potential for deception in 

political campaigns [4]. Larsson et al, explored that the in-

tersection of AI and sentiment analysis and assessed the ac-

curacy and reliability of gauging public sentiment towards 

political candidates and issues [5]. 

Because of developments in generative AI, artificial intel-

ligence has become increasingly important in political adver-

tising. Recent research demonstrates how AI technologies, 

including generative language models, are applied to provide 

customized and convincing political messaging on a large 

scale. These tools improve microtargeting efforts by produc-

ing text, photos, and videos that are customized for particular 

audience segments. Campaigns can benefit from AI-generated 

content by using less labor and money than traditional adver-

tising approaches, which makes it possible for campaigns 

with limited resources to compete successfully (Brennan 

Center for Justice, [6]). 

AI-generated political speeches are becoming more com-

mon in political campaigns. For example, ChatGPT has been 

used to produce first drafts of speeches and campaign mar-

keting materials. Representative Jake Auchincloss was the 

first member of Congress who deliver an AI-written speech 

on the floor of the House of Representatives. The speech was 

written using ChatGPT and was in support of a bill that would 

establish a joint AI research center run by the US and Israel. 

There are several examples of AI-generated speeches being 

used in politics. In 2016, Valentin Kassarnig at the University 

of Massachusetts, Amherst, created an artificial intelligence 

machine that learned how to write political speeches by using 

a database of almost 4,000 political speech segments from 53 

U.S. Congressional floor debates to train a machine-learning 

algorithm to produce speeches of its own mentioned in MIT 

technology Review website arXiv, E. T. F. T. (2016, January 

19). In Argentina, former President Mauricio Macri gave a 

speech at an event celebrating the 35th anniversary of 

Fundación Libertad, which was generated by generative AI 

tools such as Open AI's ChatGPT. 

These examples highlight a worldwide change in political 

communication, with AI-generated speeches paving the way 

for the broader impact of artificial intelligence in political 

advertising. This trend extends to upcoming elections, such as 

Pakistan's 2023 General election, where AI, particularly 

ChatGPT, is playing a pivotal role in reshaping campaign 

strategies and influencing voter perceptions. However, the use 

of AI-generated speeches in politics has sparked concerns 

regarding legality and ethics. During a virtual rally for Paki-

stan's Tehreek-e-Insaf (PTI) on December 17, 2023, Imran 

Khan's Digital Media Team utilized an AI-crafted audio clip 

with an accompanying AI-generated image of Khan ad-

dressing supporters. The event, viewed by millions on social 

media platforms, raised questions about the impact of AI in 

political advertising. The PTI claimed substantial engagement, 

with 1.4 million on Facebook, 1.2 million on YouTube, and 

1.5 million in a space organized on X. This research aims to 

assess the effectiveness of AI technology in shaping voter 

decisions and opinions. 

Political campaigns play a vital role in public opinion 

making, and voting decision. This research paper delves to 

find the effectiveness, trustworthiness and political implica-

tions of using AI in political advertising. Researcher exam-

ined the delicate balance between using AI for effective 

communication, crisis communication and preserving the 

integrity of democratic debate, keeping in view, the upcoming 

general Elections in Pakistan and the impact of AI on the 

political campaigns. The integration of artificial intelligence 

(AI) in political advertising has the potential to enhance 

campaign effectiveness, but it also raises concerns about the 

spread of misinformation and manipulation. This research 

underscores the pressing need to tackle challenges and risks 

linked to the growing utilization of AI in political campaigns 

and the need for a regulatory framework to guide the ethical 

use of AI in political advertising by drawing insights from 

global examples of policies and guidelines. The research will 

contribute to the ongoing debate on the regulation of AI in 

political advertising and inform policymakers, civil society 

organizations, and the public on the potential benefits and 

drawbacks of AI in political campaigns and elections. 

2. Literature Review 

2.1. AI in Political Advertising 

Woolley & Howard explained that the advanced level of 

AI-generated content—including speeches and advertise-

ments—allows for real-time and personalized interactions 

with voters. Political messaging can have a greater impact if 

content is created using these technologies to speak to the 

interests and concerns of certain voters [7]. Chessen argued 
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that there are also moral questions about the application of AI 

in political advertising. Critical difficulties that must be ad-

dressed are data privacy, algorithmic biases, and the possi-

bility for misinformation. To reduce these hazards, ethical 

standards and transparency in AI operations are essential [8]. 

Furthermore, the adoption of AI in political advertising has 

completely altered how advertising campaigns are run. 

AI-driven data analytics make it possible to create highly 

targeted ads that are more effective and engaging because 

they can be customized to fit into particular demographics. 

Kreiss described that in recent research highlights AI's ca-

pacity to evaluate massive datasets in order to forecast voter 

behavior and modify messaging rightly, increasing the accu-

racy of political outreach [9]. 

Centre for Media Engagement enlightened that AI tools, 

have been used to generate campaign speeches as well as laws, 

demonstrating their versatility and impact. These initiatives 

have had varying degrees of effectiveness in swaying voters 

and handling emergencies, though. Because AI tools are ef-

fective and scalable, some political campaigns have wel-

comed them; yet, others are wary of the ethical and reputa-

tional concerns involved [10]. 

Goldstein et al argued that there are a number of moral and 

practical issues with AI being used in political advertisements. 

AI-generated content has the potential to spread false infor-

mation and occasionally be boring or repetitive. Ensuring the 

integrity and truth of political communications is particularly 

hampered by the quick creation of content [11]. Brookings 

Institution submitted that further research is needed to de-

termine how AI-generated political advertisements affect 

voter behavior, as some studies indicate that they have little 

effect on shifting voter preferences but a great deal of poten-

tial to distort perceptions and strengthen preexisting biases 

[12]. 

2.2. AI in Crisis Communication 

The transition to holistic crisis communication—which 

incorporates multiple facets of crisis management into a more 

cohesive strategy—is covered in the proceedings of the 2024 

International Crisis and Risk Communication Conference. 

The literature study emphasizes that in order to improve re-

al-time communication and decision-making, stakeholders 

must coordinate and leverage cutting-edge technologies This 

all-encompassing approach seeks to enhance both short-term 

reactions and long-term recuperation. [13]. 

Simchon et al, examined that there are several difficulties 

with using AI in crisis communication, though. AI-generated 

messages' veracity and authenticity are a source of concern. 

Because AI has the ability to spread false information during 

emergencies, its use must be governed by strong legal 

frameworks and moral principles [14]. 

Johansson and Vigsø, investigated how political contro-

versies might be managed through strategic communication, 

highlighting the significance of public perception and media 

dynamics. They list important response techniques—like 

denying the incident, assigning responsibility, or expressing 

regret—and examine how these are used in relation to the 

magnitude and political climate of the crisis. The writers 

stress the need of timely and consistent communications in 

managing the narrative, preventing harm to one's reputation, 

and regaining the public's trust. Their work emphasizes how 

important the media is to crisis communication during po-

litical scandals, serving as both a platform and a challenge 

[15]. 

O'Rourke & Smith examined that the crucial function of a 

crisis communications team in successfully handling organi-

zational crises. They emphasize the necessity of prompt, 

well-coordinated answers and unambiguous messaging, es-

pecially in the rapidly evolving digital environment. The 

paper emphasizes how strengthening crisis communication 

techniques requires scenario design, ongoing training, and the 

adoption of new technology [16]. 

3. Methodology 

This study employs a mixed-methods approach to 

thoroughly investigate the intricacies of AI-generated po-

litical advertising in realm of crisis communication, spe-

cifically examining Imran Khan's AI-generated speech 

during a virtual PTI party rally. The research incorporates a 

case study methodology, integrating both qualitative and 

quantitative components. In the qualitative strand, the data 

was collected through individual interviews of 2 political 

communication experts telephonically to capture expert 

insights on the effectiveness of Imran Khan’s AI cloned 

voice and its impact on the election campaign while party 

being banned from all the media channels. The interviews 

were conducted on three basic themes, impact of the AI 

generated speech on the election campaign, impact on 

voters and democratic process. On the quantitative side, 

data was collected through a structured survey to evaluate 

social media users' perspectives on AI-generated political 

speech of Imran khan, its impact on freedom of expression, 

manipulation of AI generated content, impact on voting 

decisions and AI’s role in agenda setting. The question-

naire featured closed-ended questions to facilitate quanti-

tative analysis. The sampling strategy involved a repre-

sentative snowball sample drawn from a diverse population 

voter. This approach ensures the generalizability of find-

ings across various demographic and political backgrounds. 

Administered online through Google Forms, the survey 

aimed to reach a diverse array of respondents, providing a 

comprehensive understanding of the multifaceted implica-

tions of AI-generated political communication. The results 

of the study cannot be generalised because of the small 

population sample and the case study of a specific event. 
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4. Interview Findings and Discussion 

4.1. Impact of Imran Khan’s AI Generated 

Cloned Speech on the Election Campaign 

This is first time in the history of Pakistan and overall, in 

Asia that an abducted party leader’s voice was cloned and he 

addressed his followers from jail. Chairman Pakistan 

Tehreek-e-Insaf is imprisoned for the past six months facing 

multiple charges. Meanwhile Pakistan’s general elections 

were announced on 8th February 2024 and the party was 

banned from conducting any election campaign and rallies 

physically. Here Artificial Intelligence comes to their rescue 

and party social media team achieved the milestones by en-

gaging the party voters online through continuous information 

flow, online jalsas and produced an Imran Khan written 

speech where he addressed the nation and encouraged them to 

vote for his party. 

The thematic analysis of the interviews suggested that Im-

ran Khan’s AI generated speech will surely impact the elec-

tion campaign whether it’s the AI generated or the clips of his 

old speeches as his followers definitely needs a motivation 

from their leader. It suggested that social media platforms and 

AI generated clone voices or animated videos will be a game 

changer for PTI especially when they are facing restrictions in 

running the physical election campaign. The party would only 

have this option left to utilise AI generated material for their 

campaigning and to engage their supporters. AI has made it 

impossible to keep PTI out of the electoral process. PTI 

supporters believe in Imran Khan and they are ready to accept 

anything coming from him in any version. However, the im-

portance of physical presence will remain there because peo-

ple can connect to the person talking. Human behaviour and 

human psychology are not that advanced that it easily could 

accept the AI generated content. This is attractive but it will 

take a little time to absorb AI generated clones. 

4.2. Impact of Imran Khan’s AI Generated 

Cloned Speech on Voters 

The analysis suggested that the dynamics of voting decision 

is entirely different in Pakistan. Voting is a very complex 

decision and there are multiple factors involved. People have 

strong party affiliations, peer pressure, social and moral 

grounds which influence their voting decision. Only the AI 

generated content would not be enough to change the voting 

behaviour of people. Voter would only be impressed by the 

party leader and his narrative; this kind of gimmicks can’t 

fascinate him. Hence Imran Khan’s AI generated speech was 

definitely a ray of hope for people who support him but this 

will not impact the voting decision of people. 

One of the interviewees responded; 

“This speech will not impact the voters but definitely this 

will impact the supporters of Imarn khan because they 

were eagerly waiting to listen to their leader. His sup-

porters don’t have any issue if they are listening to him 

directly or through AI” 

Second Respondent; 

“Only the swing voters would be affected by the AI gener-

ated Messages and these are those voters who usually de-

cide on last days, keeping in view the momentum of the 

election” 

4.3. Impact of Imran Khan’s AI Generated 

Content on Democratic Process 

According to the data, AI-generated content can exert dual 

effects on the democratic process. On the favourable side, it 

enables politicians to disseminate their messages to a broader 

audience, aiding in the construction of their narratives. Addi-

tionally, it can facilitate crisis communication, particularly 

when hurdles arise in conveying messages to the public, as 

evidenced by PTI's utilization of online election campaigns 

following bans. On the downside, opponents could potentially 

exploit AI as a propaganda tool to undermine their rivals' 

narratives and reputations, leading to a state of uncertainty. 

However, AI has the capacity to enhance message productiv-

ity by tailoring content to the demographics of the audience, 

thereby facilitating effective agenda-setting by politicians. 

This has the potential to positively influence the democratic 

system, as voters can make informed decisions based on the 

content presented. Nevertheless, the proliferation of fake 

news poses a significant challenge due to the ambiguity sur-

rounding intellectual property rights. With the ease of ma-

nipulating audio and video content, AI presents a dangerous 

avenue, exacerbated by the lack of public awareness and 

adequate legal frameworks. Fake news could be wielded to 

disrupt and manipulate election campaigns, posing a threat to 

the democratic process. Therefore, the legal mechanisms 

designed to counter propaganda should extend to encompass 

AI-generated political content aimed at influencing election 

campaigns. 

5. Survey Findings and Analysis 

The survey was responded by 200 people with different 

party affiliations. Among them 35.6% were PTI supporters. 

The age group who answered were from 20 to 46 years of age, 

17.8% were of 22 years of age. 75.5 % listened to the Imran 

Khan’s AI generated speech. If we analyse this data, it sug-

gests that people listened to his speech were not only the PTI 

supporters but were also from other parties. 95.6% listened 

the speech directly on social media platforms. Approximately 

94.7% considered that AI could effectively be used as tool to 

interact with the target group, if a party is facing any sanctions 

in public speaking. When asked about the speech effective-

ness only 46.7% found it convincing which is a little higher 

than the percentage of PTI supporters who took part in the 

survey. So assumed that the most of the people who found the 

speech persuasive and effective were PTI supporters. 
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Figure 1. Voting behaviour on the basis of AI generated speech of a 

politician. 

48.9% respondents answered that they would vote for Im-

ran Khan after watching his AI generated speech. This data 

again shows that the figure is closer to the supporters of PTI 

which was 35.6%. Only 13.3% were the new voters who 

decided to vote for him after listening to his AI generated 

speech which is not a large number. 

According to data people were confused about the origi-

nality of the message. Only 28.9% answered that the speech 

was original words of Imran Khan whether, 51.1% were not 

sure about the authenticity of the message. The percentage 

who agreed is even less than the percentage of supporters of 

PTI. Therefore, it is evident that people have doubts about the 

authenticity of the content developed through artificial intel-

ligence. 

 
Figure 2. Authenticity of the content developed through Artificial 

Intelligence. 

37.8% respondents replied that they would trust the cloned 

image or voice of their candidate if they have a stronger af-

filiation with the party leader. This data shows that the AI 

generated clones and content would only be recognized and 

accepted by the supporters of a specific party and there is a 

very little margin left for the new people to get impressed by 

AI generated material. 

40% of the respondents replied that they would not vote for 

Imran Khan after listening to his AI generated speech, even if 

they have no affiliation with any other party or candidate. 53.3% 

responded that candidates must avoid such AI generated 

clones in future. 33.3% found AI-generated personalized 

political messages effective in terms of persuading someone 

to vote for a particular candidate. 71.1% are of the view that 

physically delivered speeches are more effective and con-

vincing that the one generated through AI. 

 
Figure 3. Effectiveness of AI generated political message. 

44.4% were of the view that they would vote for a candidate 

only if they had a political connection with that party not 

because of the impact of AI generated messages. 

 
Figure 4. Reasons of voting decisions. 

51.1% of the sample population expressed its apprehension 

that false cloned voices or characters of political candidates 

could be used as propaganda tools to manipulate the general 

elections in Pakistan. 

 
Figure 5. Impact of AI generated content on the fairness and 

transparency in elections. 

6. Conclusion 

AI-generated speech is changing how we communicate and 

present ideas. This technology involves feeding information 

like the speech topic, tone, and audience to an AI algorithm, 

which then generates the speech. This can revolutionize 
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communication by providing high-quality speeches quickly, 

without the need for extensive writing and rehearsal. In the 

realm of politics, where public speaking and advertising play 

a big role, AI is transforming how campaigns are executed, 

assessed, and targeted. It can be really beneficial for the po-

litical leaders and parties to engage the targeted voters in any 

crisis situation. AI's ability to target specific voter groups and 

improve ad placement and content has the potential to reshape 

political advertising. It has also been observed that 

AI-generated voices mostly lose the human touch. 

AI-generated speech can lack the personal and emotional 

connection that is common in speech created and performed 

by humans. This can make it difficult for the audience to 

interact with the speaker and understand the message being 

conveyed. As the Imran khan’s AI generated voice was not 

exactly the same and it pronounced most of the words wrong. 

The study concludes that there is an insignificant impact of AI 

in political advertising on public perception and trust. The 

reason behind is the authenticity and transparency in person-

alized political messages. Research shows that people are 

concerned about the manipulation and fake messages which 

ultimately restrict them to be influenced by AI generated 

content. Since, no rules and regulations exist regarding digital 

media policies in Pakistan; massive use of AI in political 

advertising can potentially damage the electoral processes. 

The UK's Information Commissioner's Office (ICO) has de-

veloped a general accountability framework that provides a 

baseline for demonstrating accountability under the UK 

DGPR, which can be applied to AI accountability. This 

framework includes aspects such as fairness in the AI lifecy-

cle and the need to consider competing interests when as-

sessing AI-related risks. Additionally, the European Parlia-

ment emphasizes the importance of transparency, accounta-

bility, fairness, and regulation in the introduction of AI to 

build trust and respect human and civil rights. Furthermore, 

the concept of "Fairness, Accountability, Transparency, and 

Ethics" (FATE) has gained interest in AI education, high-

lighting the significance of these principles in AI development 

and implementation. 

7. Implications of the Study 

In light of worldwide apprehensions and standards re-

garding AI frameworks, this research will be instrumental as it 

offers a framework for striking a balance between ethical 

considerations and technological improvements. It will serve 

as a guide for legislators as they create regulations that ad-

dress the dangers of false information and uphold public 

confidence. The study's focus on authenticity and openness 

will guide best practices for AI-generated content, guaran-

teeing that political messages are interesting and believable. 

Furthermore, the study will contribute to the continuing de-

bates concerning AI's place in democratic processes by 

helping to develop tactics that protect election integrity and 

promote educated public discourse. This research will con-

tribute to the development of a more responsible and moral 

application of AI in political communication by emphasizing 

the need for cooperation between technology developers, 

legislators, and civil society. 

Abbreviations 

ICO Information Commissioner's Office 

DGPR Directorate general Public Relation 

FATE 
Fairness, Accountability, Transparency, and 

Ethics 

Author Contributions 

Uzma Rubab is the sole author. The author read and ap-

proved the final manuscript. 

Conflicts of Interest 

The author declares no conflicts of interest. 

References 

[1] Simchon, A., Edwards, M., & Lewandowsky, S. (2024). The 

persuasive effects of political microtargeting in the age of 

Generative Artificial Intelligence. PNAS Nexus, 3(2).  

https://doi.org/10.1093/pnasnexus/pgae035 

[2] Toward holistic crisis communication. (2024). International 

Crisis and Risk Communication Conference Proceedings. 

[3] Asiryan, S. (2023). Use of artificial intelligence during elec-

tions, practice, threats to the right to vote and ways to over-

come them. Uzhhorod National University Herald. Series: Law. 

https://doi.org/10.24144/2307-3322.2023.77.2.2 

[4] Goldstein, J. A., Kornberg, M., & Panditharatne, M. (2023). 

Generative AI in Political Advertising. Brennan Center for 

Justice. 

[5] Political machines: Understanding the role of AI in the U.S. 

2024 elections and beyond. Center for Media Engagement. 

(2023). 

https://mediaengagement.org/research/generative-ai-elections-

and-beyond/ 

[6] Norman Eisen, N. T. L., Nicol Turner Lee, J. B. K., West, D. 

M., Darrell M. West, R. M., Nicol Turner Lee, D. M. W., & 

Muenster, R. (2023). A policy framework to govern the use of 

Generative AI in political ads. Brookings. 

[7] O’Rourke, J. S., & Smith, J. A. (2023). Social media has 

changed the Crisis Communications Landscape. Strategic 

Crisis Communication, 205–225.  

https://doi.org/10.4324/9781003322849 

[8] Kreiss, D. (2022). Political communication in the digital age: 

AI-driven strategies. 

http://www.sciencepg.com/journal/ajsea


American Journal of Software Engineering and Applications http://www.sciencepg.com/journal/ajsea 

 

50 

[9] Larsson, A. O., Moe, H., & Djerf-Pierre, M. (2021). Online 

sentiment and predictability of election outcomes. Social Sci-

ence Computer Review, 39(2), 209-228. 

[10] Nobre, Guilherme. (2021). Artificial Intelligence and Political 

Communication: machines that go for (political, economic, 

and social) power. 

[11] Chessen, M. (2020). Ethics and AI in political advertising. 

[12] Johansson, B., & Vigsø, O. (2020). 22. crisis communication 

and the political scandal. Crisis Communication, 461–476.  

https://doi.org/10.1515/9783110554236-022 

[13] Li, Y., Chang, M. C., Fried, D., Ginosar, S., Shapira, L., & 

Hanrahan, P. (2020). In Audio-Visual Speech Enhancement 

through Deep Synthesis. arXiv preprint arXiv:2001.01498. 

[14] Holmes, R., Chuang, J., & Finkel, J. R. (2019). Automatically 

generating narratives from data: An overview of the Da-

ta2Vecs project. In Proceedings of the 2019 Conference on 

Empirical Methods in Natural Language Processing and the 

9th International Joint Conference on Natural Language 

Processing (EMNLP-IJCNLP) (pp. 5031-5036) 

[15] Woolley, S. C., & Howard, P. N. (2018). Computational 

propaganda: Political parties, politicians, and political manip-

ulation on social media. Oxford University Press.  

https://doi.org/10.1093/oso/9780190931407.001.0001 

[16] Tucker, Joshua Aaron and Guess, Andrew and Barbera, Pablo 

and Vaccari, Cristian and Siegel, Alexandra and Siegel, Al-

exandra and Sanovich, Sergey and Stukal, Denis and Nyhan, 

Brendan, social media, Political Polarization, and Political 

Disinformation: A Review of the Scientific Literature (March 

19, 2018). Available at SSRN:  

http://dx.doi.org/10.2139/ssrn.3144139 

 

http://www.sciencepg.com/journal/ajsea

