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Abstract 

In academic research, bias refers to a type of systematic error that can distort measurements and/or affect investigations and their 

results. Biases can be present in both quantitative and qualitative research. The common effect of biases is undermining the 

power of statistical tests, therefore findings induced to support H0 hypothesis. Corrections depend on nature of bias and aimed to 

recover magnitude of association. Corrections use analytical constructs therefore applied in data analysis stage. Considered in the 

paper is of novel type and tentatively named inertia bias. This bias is of directed uncertainty about true value of index. One can 

find it in the range of designs and measures. The essence is the exposure takes time to shift index to new equilibrium. The 

problem is that researcher usually unaware of time required for index to settle down at new equilibrium. Therefore one inevitably 

measures the transition states instead of equilibrium yielding different magnitudes of attenuated association. How to obtain 

measure equilibrium value is the focus of the paper. Given the dynamical setup I referred to first order nonlinear differential 

equations, in particular logistic differential equation that meats necessary prerequisites: it should be separable equation, it has to 

have stable state, solutions have to descend or ascend toward equilibrium with the tangency in time. This paper describes range of 

circumstances where researcher faces the problem along with suggested solution, calculus, and tested software. 
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1. Introduction 

Biases are pervasive and different in nature [1, 2]. Usually 

they come together in a study shifting results unpredictably [3, 

4]. No design of data collection is free of at least some par-

ticular biases pertaining to it [5-7]. This requires corrections 

that complicate both data analysis and deductions [8, 9]. This 

paper describes new type of bias, suggestive name is inertia 

bias. Along with selection and measurement biases It’s per-

vasive and occurs in different designs and settings. 

2. Materials and Methods 

2.1. Major Known Biases 

Biases spread around different fields of disciplines and 

researches [10, 11]. Typical but somewhat arbitrary and in-

complete classification of biases is: 

Information bias (Recall bias, Observer bias, Performance 

bias, Regression to the mean) 

Interviewer bias 

Publication bias 
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Researcher bias 

Response bias (Acquiescence bias, Demand bias, Social 

desirability bias, Courtesy bias, Question order bias, Extreme 

responding bias) 

Selection bias (Sampling or ascertainment bias, Berkson’s 

bias, Attrition bias, Self-selection or volunteer bias, nonre-

sponse bias, Survivorship bias, Undercoverage bias, com-

peting risk bias) 

Cognitive bias (Anchoring bias, Primacy bias, Framing 

effect, Actor–observer bias, Availability heuristic, Confirma-

tion bias, halo effect) 

Hawthorne effect 

Observer bias 

Omitted Variable Bias 

Pygmalion effect 

Placebo Effect 

Censoring & truncation bias 

Measurement bias 

Construct bias 

Some of these biases corrections based on analytical tools, 

whereas others are preferably attenuated by data collection 

refinements. 

2.2. The Nature of Inertia Bias 

Let’s consider Clinical Trial with placebo and active 

treatment groups. You take information on some index at the 

start and some period t1 after for both groups and make 

comparison. Say, difference is △𝑡1. Would it be the same if 

You made measurements at period t2? What about △𝑡3? 

Response development is not immediate but rather dy-

namic and so we have possible situations graphed in Figure 1. 

Example 1. The Lifestyle Heart Trial (1990) [12] 

In the Lifestyle Heart Trial subjects with angiographically 

documented coronary heart disease were randomly assigned 

to an experimental or a usual-care group. Experimental sub-

jects were prescribed a low-fat vegetarian diet, moderate 

aerobic exercise, stress management training, stopping 

smoking and group support. The usual-care subjects were not 

asked to change their lifestyle. Progression or regression of 

coronary artery lesions was assessed in both groups by an-

giography at baseline, after a year, and after 5 years. In the 

experimental group, the average percent stenosis decreased 

from 40.7% at baseline to 38.5% at 1 year to 37.3% at 5 years 

(a 7.9% relative improvement). In the control group, the 

percent stenosis increased from 41.3% to 42.3% at 1 year to 

51.9% at 5 years (a 27.7% relative worsening) (be-

tween-group differences, p=0.001 at 5 years). More regres-

sion of coronary atherosclerosis occurred after 5 years in the 

experimental group, while in the control group, coronary 

atherosclerosis progression continued and more than twice as 

many cardiac events occurred. 

There are two uncertainties what is the final effect and 

whether we have stable environment in 1 and along 5 years. 

That bring a question of inertia bias. 

 
Figure 1. Dynamics of index to equilibrium,  . 

To measure index correctly we have to evaluate it on equi-

librium. The problem is that we don’t know the time when 

equilibrium is reached. Theoretically it’s infinite time to be 

sure but in practice we can’t wait too long because other in-

fluential events can happen. 

It stands to reason that panel data too don’t guarantee 

reaching equilibrium for it can be temporal state. 

Example 2. Danish women management performance 

panel study (2006) [13] 

The study examines the relationship between management 

diversity and firm performance for the 2500 largest Danish 

firms observed during the period 1992– 2001. «We estimate 

various panel data models of firm performance and control for 

factors that are traditionally found to affect firm performance 

e.g. firms ’ age, size, sector, export orientation.» Researched 

found that «the proportion of women among top executives 

and on boards of directors tends to have a significantly posi-

tive effect on firm performance». However, when controlling 

for unobserved firm-specific factors, «the effect often turns 

insignificant … due to large statistical uncertainty». 

I suggest the presence of inertia bias for potential influence 

of previous management policies and inertia of outcome 

measures due to complexity of the processes. Elicitation of 

true influence can help break through «large statistical un-

certainty» if indeed the true effect is of magnitude. 

To the greater extend inertia bias problem applied to less 

informative «snapshot» designs, for example correlational 

(ecological) studies. 

2.3. Correction for Inertia Bias 

2.3.1. Equilibrium 

Equilibrium is theoretical notion for there is no practical 

tools to measure it directly. Therefore the only recourse I can 

think of is analytical correction. 

I opted for simplest differential equation that suggests 
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one steady state (that is equilibrium) and describes range 

of processes similar in building up to current problem. 

This is logistic differential equation: 

  

  
    𝑡     𝑡  ,            (1) 

The two possible solutions at 
  

  
 = 0 are 

y(t) = 0 and y(t) = 
 

 
,          (2) 

These are demonstrated by Figure 2 

 
Figure 2. Two equilibrium solutions. 

Figure 2 shows that all non-constant solutions approach the 

equilibrium solution y(t) = 
 

 
 as 𝑡 → ∞, some from above 

the line   
 

 
 and others from below (see Figure 3). An-

other solution 0 is not steady state and has nothing to do with 

equilibrium. 

Solutions to logistic differential equation with parameters 

  and   are graphed on Figure 3. 

Solutions presented by Figure 3 described by formula 

  𝑡  
      

            
             (3) 

Where parameters   and   define solution curves while 

initial condition    defines particular curve. The index value 

at the beginning of treatment corresponds to zero time (t=0) 

that defines relationship between   and  . To solve You 

need just another trajectory point, say index measured in 

month. 

2.3.2. Examples 

I delivered possible ways of arriving at solutions with 2 

simulated examples. Simulation is used to check for correct-

ness of solutions of course. 

Example 1 

Let’s check for known equation         ,    = 

1, so that   = 2 and   = 1,    < 2. 

Trajectory of index then described as: 

  𝑡  
    

     
           (4) 

 
Figure 3. Solutions to logistic differential equation. 

Let’s generate y for t = 0, 1, …, 10. We have y= 1.0, 

1.761594, 1.964028, 1.995055, 1.999329, 1.999909, 

1.999988, 1.999998, 2.0, 2.0, 2.0 

Suppose we observed just 2 values at times 1 and 2, so they 

are 1.761594, 1.964028 

Given information on times (t=1, 2) and values of index (y= 

1.761594, 1.964028) let’s find equilibrium which we know by 

setup is 2/1=2 

Example 2 

Let’s check for known equation         ,    = 

3, so that again   = 2 and   = 1., but    > 2 

Trajectory of index then described as: 

  𝑡  
    

      
            (5) 

Let’s generate y for t = 0, 1, …, 10. We have y= 3.0, 

2.094486, 2.012285, 2.001654, 2.000224, 2.000030, 

2.000004, 2.000001, 2.0, 2.0, 2.0. 

Suppose we observed 2 values at times 1 and 3, so they 

are 2.094486, 2.001654. 

Given information on times (t=1, 3) and values of index (y= 

2.094486, 2.001654) let’s again find equilibrium 2. 
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2.3.3. Solutions and R Software 

For the solutions I used exclusively R [14] based software, 

whereas one can find more elaborate routines with Mathe-

matica, MATLAB, Mathcad, Python, Excel based software. 

First of all, calculus by hand and linearisation with subse-

quent solution with functions solve(), backsolve(), qr.solve() 

of «base» package, or similars are proved to be dead ends. 

So I used solvers of systems of non-linear equations, i.e., 

function nleqslv() of package «nleqslv» [15, 16], function 

multiroot() of package «rootSolve» [17]. Another alternative 

is to use optimisation routines rendered by R based functions 

optim() and nlm() of package «stats» [18]. You can use 

solvers of systems of non-linear equations with and without 

Jacobian. Jacobian for (3) is of two derivatives: 

  

  
 1  

       

    
 

   
  

    
    𝑡 

    

  

  
     

   1                             (6) 

Code of data (y1, y2) generation given Examples1&2: 

Indexes1<-function(t){ 

l<-length(t) 

y<-numeric(l) 

y<-2*exp(2*t)/(1+exp(2*t)) 

y 

} 

indexes2<-function(t){ 

l<-length(t) 

y<-numeric(l) 

y<-6*exp(2*t)/(-1+3*exp(2*t)) 

y 

} 

t<-array(0:10) 

y1<-indexes1(t) 

y2<-indexes2(t) 

(i). Solution with Nleqslv 

Solution code using nleqslv(), example 1: 

library(nleqslv) 

xstart <- c(10,10) 

C=1 #y0 

Y=c(1.76159, 1.964028) #observed Y at times =1, 2 

t=c(1,2) 

dslnex1 <- function(x) { 

e <- numeric(2) 

e[1] <- x[1] - C*x[2] +C*x[2]*exp(t[1]*x[1]) - 

(C/Y[1])*x[1]*exp(t[1]*x[1]) 

e[2] <- x[1] - C*x[2] +C*x[2]*exp(t[2]*x[1]) - 

(C/Y[2])*x[1]*exp(t[2]*x[1]) 

e 

} 

# Jacobian definition 

Jac <- function(x) { 

J <- matrix(0,nrow=2,ncol=2) 

J[,1] <- c(1+C*x[1]*t[1]*exp(t[1]*x[2]) - 

C*t[1]*x[2]*exp(t[1]*x[2])/Y[1] - C*exp(t[1]*x[2])/Y[1], 

C*exp(t[1]*x[2])-C) 

J[,2] <- c(1+C*x[1]*t[2]*exp(t[2]*x[2]) - 

C*t[2]*x[2]*exp(t[2]*x[2])/Y[2] - C*exp(t[2]*x[2])/Y[2], 

C*exp(t[2]*x[2])-C) 

J 

} 

nles<-nleqslv(xstart, dslnex1, con-

trol=list(trace=1,btol=.01,delta="cauchy")) 

# OR with Jacobian to the same result 

nlesJ<-nleqslv(xstart, dslnex1, Jac, method="Broyden", 

global="none", control=list(trace=1,stepmax=2)) 

(ii). Solution with Rootsolve 

Solution code using rootSolve(), example 1: 

library(rootSolve) 

model <- function(x) { 

F1 <- x[1] - 1*x[2] +1*x[2]*exp(1*x[1]) - 

(1/1.76159)*x[1]*exp(1*x[1]) 

F2 <- x[1] - 1*x[2] +1*x[2]*exp(2*x[1]) - 

(1/1.964)*x[1]*exp(2*x[1]) 

c(F1 = F1, F2 = F2) 

} 

roots <- multiroot(f = model, start = xstart) 

# OR with Jacobian to the same result 

rootsJ<- multiroot(f = model, start = xstart, jacfunc = Jac) 

(iii). Solutions with Optimisers 

Solution code using optim(), nlm() example 1: 

fn <- function(a, b) { 

eq1 <- C*a*exp(a*t[1])/(a-C*b+C*b*exp(a*t[1])) 

eq2 <- C*a*exp(a*t[2])/(a-C*b+C*b*exp(a*t[2])) 

return(c(eq1, eq2) ) 

} 

fn2 <- function(x) crossprod( fn(x[1], x[2]) - Y) 

ops<-optim(xstart, fn2) 

nlm<-nlm(f=fn2, p=xstart) 

solutions<-list(start=xstart, rootSolve= roots$root, root-

Solve_J=r rootsJ$root, 

nleqslv= nles$x, optim=ops$par, nlm=nlm$estimate) 

The last line of code pulls together solutions from different 

solvers to be compared together with initial values of param-

eters   and  . 

3. Results 

Results for initial values of  =10 and  =10 from different 

solvers are presented in Table 1. Choosing these initial pa-

rameters values is the case of «blank» information as to 

comparative magnitude plus scaling up by order 1. 
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Table 1. Equilibrium estimations by different solvers with initial parameters values of  =10 and  =10. 

Initial 10,10 Example 1 (4) Example 2 (5) 

Solvers alpha beta Equilibrium alpha beta Equilibrium 

rootSolve 2.000096 1.000066 1.999964 2.000096 1.000066 1.999964 

rootSolve_J 2.000096 1.000066 1.999964 2.000096 1.000066 1.999964 

nleqslv 1.9999722 0.9999848 2.000003 2.000001  1  2

optim 12.950431 6.952232 1.862773 13.455259 6.569881 2.048022 

nlm 1.9999832 0.9999912 2.000001 13.189039 6.439741 2.04807 

I also checked for influence of discrepancy in initial   and   ratio with true value of 2, given as 5 by initial parameters 

values of  =10 and  =2. This is quite possible in practicalities. Results are given in Table 2. 

Table 2. Equilibrium estimations by different solvers with initial parameters values of  =10 and  =2. 

Initial 10,2 Example 1 (4) Example 2 (5) 

Solvers alpha beta Equilibrium alpha beta Equilibrium 

rootSolve 2.000096 1.000066 1.999964 2.000096 1.000066 1.999964 

rootSolve_J 2.000096 1.000066 1.999964 2.000096 1.000066 1.999964 

nleqslv 1.9999722 0.9999848 2.000003 2.000001  1  2

optim 2.001468 1.000773 1.999922 2.002238 1.001078 2.000082 

nlm 48.97191 26.28929 1.862809 48.75963 23.80760 2.04807 

Finally, I tried the worst scenario given the reverse ratio of 0.5 by initial parameters values of  =1 and  =2. This is rare 

possibility but still worthwhile to consider given controversial hypothesis testing. Results are displayed in Table 3. 

Table 3. Equilibrium estimations by different solvers with initial parameters values of  =1 and  =2. 

Initial 1,2 Example 1 (4) Example 2 (5) 

Solvers alpha beta Equilibrium alpha beta Equilibrium 

rootSolve 2.000096 1.000066 1.999964 2.000096 1.000066 1.999964 

rootSolve_J 2.000096 1.000066 1.999964 2.000096 1.000066 1.999964 

nleqslv 1.9999722 0.9999848 2.000003  0 3.9226e-21  0

optim 2.001468 1.000773 1.999922 1.9990474 0.9995273 1.999993 

nlm 48.97191 26.28929 1.862809 2.000006 1.000003  2
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4. Discussion 

Pervasive nature of inertia bias requires attention and re-

medial action. Suggested approach is based on processing 

dynamics of indexes toward reaching equilibrium. From 

simulated examples it seems that differential equation solu-

tions meet the purpose. I have used simplest logistic equation 

just to demonstrate idea. It has 2 solutions, one is zero de-

scribes unstable state, while another stable state, or equilib-

rium, see Figures 2 and 3. Stable state is what we seek. Figure 

1 graphs two possible situations that engender two examples. 

One related to growing index value, another pertains to falling 

magnitude. Consider Example 1 of 2.2. In the experimental 

group, the average percent stenosis decreased from 40.7% at 

baseline to 38.5% at 1 year to 37.3% at 5 years (a 7.9% rela-

tive improvement). In the control group, the percent stenosis 

increased from 41.3% to 42.3% at 1 year to 51.9% at 5 years 

(a 27.7% relative worsening). Experimental group index was 

decreasing whereas in controls it was increasing. Simulated 

examples of 2.3.2. follow the suit. First example has initial 

value   =1 less then equilibrium value 2, whereas second has 

initial value   =3 above equilibrium. 

I purposely illustrated performance of different solvers 

under different initial parameters   and  . Table 1 data 

examine performance given equal initial parameters values, 

i.e., the case of information insufficiency. I would conclude 

similarity and good performance across solvers. Information 

on Jacobian seems to be dispensable for routines. 

Situation with huge bias in hypothesised equilibrium value 

is illustrated by applying initial   and   values of 10 and 2 

with ratio 5 that is far from 2. Results from 2 models are 

combined in Table 2. Still good performance across solvers. 

One may notice that some solvers yield incorrect estimates of 

  and   parameters. As long as equilibrium estimates are 

good why bother.   and   values per se are of no consider-

ations. 

Finally, I put through scenario given the reverse ratio of 0.5 

by initial parameters values of  =1 and  =2. Table 3 data 

signalise the only trouble with nleqslv solver that stalemated 

with zero solution in descending dynamics. 

I emphasise once more on didactic purpose of paper 

without trying to dig in depth of more complex or general 

differential equations. You can do better. I also presented 

performance of narrow set of common solvers. I obtained 

same results with some other solvers. For that matter I 

used NLSOLVE() Excel function, and even on-line solv-

ers but opted not to clutter the text. 

5. Conclusions 

Inertia bias is novel type and first time introduced in the 

paper. It is ubiquitous in both ecological and longitudinal 

studies and should be taken care of. It is caused by incidental 

measurements of indexes in transition toward equilibrium of 

which we are unaware on most part. 

Incidental measurements while being compared bring in-

cidental effects, instead one should compare equilibrium 

values. 

Suggested solution relates to obtaining stable states of 

differential equations describing index dynamic. In paper 

logistic equation considered. 

Common solvers evince good performance with a wide set 

of initial values of parameters. 
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