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Abstract: In digital libraries and other e-commerce sites, recommender system is the solution that supports the users in 

information search and decision making. Some of these recommender systems will make predictions by matching the content 

of an item against the user profile otherwise known as Content-Based recommendation approach. Other recommenders will 

provide recommendation based on ratings of items from current user and other users and then use it to recommend similar 

items the current user has not seen, this is known as Collaborative-Based recommender approach. There exist several other 

approaches that are used in recommending articles and other items to users of different search engines. Over the years several 

researchers have tried combining these approaches in an attempt to design more efficient recommendations in search engines. 

This research proposed and designed a prototype of a Hybrid recommender called Zira, which is a model that combines both 

the Collaborative filtering, Content-based filtering, attribute-based approach to look at contextual information as well as an 

item-based approach that will solve the issues associated with cold-start problems all working concurrently to complement one 

another. The proposed system supports multi-criteria ratings, provide more flexible and less intrusive types of 

recommendations to ensure the improvement in recommendations of e-learning materials to users of digital libraries. 

Keywords: Recommender System, Content-Based Approach, Collaborative Filtering Technique, Hybrid Recommender, 

Digital Library 

 

1. Introduction 

According to researchers, the roots of recommender 

systems can be traced back to the extensive work in 

information retrieval, approximation theory, cognitive 

science, forecasting theories, consumer choice modeling in 

marketing, as well as evidences and links to management 

sciences [16, 7, 2, 27, 13]. In the mid 1990’s, when 

recommendation problems that unambiguously rely on 

ratings structure started attracting researchers with diverse 

approaches, recommender systems surfaced as an 

independent research area. As they gain more attraction, the 

issues of recommendations is reduced to that of estimating 

ratings for items which the user has not seen [1]. 

Over the years, various researchers used diverse 

approaches and techniques to spawn algorithms and systems 

that will recommend different categories of items to users. In 

recent years other researchers worked towards improving 

some existing models to overcome certain limitations, among 

them are the authors in Agosti et. al. and Anderson whom 

used content-based approach to research paper 

recommenders [3, 6]. Other researchers like used past ratings 

of active users otherwise collaborative-based approach to 

recommend e-learning materials [8]. Researchers clearly 

outlined the drawbacks associated with using either of the 

two most popular approach to recommendation which are 

Content-based filtering (CBF) and Collaborative-based 

filtering (CF) techniques [5]. Over the past years many 

researchers attempted to overcome the drawbacks associated 

with using single recommender by implementing hybrid ones. 

Various researchers used wide range of approach, from using 

simple techniques to complex algorithms that will combine 

more than one existing ones [9]. Successfully many 

researchers did manage to improve recommendation by 

overcoming some of the limitations. Among them is BellKor 

solution which combines predictions from over hundred 

baseline recommender algorithms and going ahead to win the 

Netflix prize [20]. Improving recommendation accuracy had 

always been the driving force for merging various predictors 

often used in settings of machine learning [4]. 

Melville et. al., proposed a feature-augmentation algorithm 
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denoted “Content boosted collaborative filtering” (CBCF), an 

approach which even Burke’s survey affirms as one of the 

best recommendation algorithms [25]. The technique 

basically made from creating ‘augmented user profiles’ by 

adding ‘pseudo-ratings’ to the initial user profiles prior to 

generating recommendations [11, 36, 38]. For given items’ 

features or characteristics, Pseudo-ratings are generated using 

a content-based Na¨ıve Bayes classifier which as well can be 

interpreted as the ratings that users would give to items that 

were never been rated [24]. Various researchers showed how 

rating prediction is computed with a variant of the user-based 

collaborative approach, where user-to-user similarities are 

computed as the Pearson Correlation Coefficient between the 

original user profiles and the augmented user profiles [12]. 

According to Fan et. al., the weights assigned to pseudo-

ratings depend on the number of rated and co-rated items for 

each user [15]. As detailed by Hu et. al., in terms of Mean 

Absolute Error (MAE), their algorithm performed better than 

the content-based Na¨ıve Bayes and the user-based 

collaborative algorithms [18]. Researchers like Igbe et. al., 

also proved that their algorithm is less vulnerable to 

problems induced by sparsity [19]. 

hybrid-based recommender systems continue to gain more 

and more attention from researchers to overcome 

recommendation issues like over-specialization, content 

description, sparsity, early-rater problem, gray-ship, 

subjective domain and, most sinister, cold-start problems [14, 

17]. A paper recommender called Scienstein was developed 

in using hybrid approach in providing recommendations to 

first targeted users [33]. Citation analysis and sources 

analysis were used to increase the quality of recommendation 

[21]. Papers are considered relevant that are published by the 

same author or journal, which at times is inaccurate. Another 

hybrid-based paper recommender system was also released 

as the output of the research work by Pandya et. al., so as to 

increase the quality of recommendations [27]. The research 

cited the issues associated with using most of the existing 

recommender algorithms. The researcher also recommended 

the combination of many recommendation algorithms in 

order to overcome the disadvantages of either one of the 

algorithms. 

Although various researchers continue to display 

remarkable effort towards devising hybrid algorithms for 

recommendations of various products, many at times failed 

to produce models that will combine multiple techniques to 

equally overcome multiple drawbacks associated with such 

e-learning recommendations. One of them is looking at the 

contextual information such as attribute of the materials as 

well as overlooking cold-start issues like new item, new user 

and new system [23, 29]. This research combines 

Collaborative-based and Contend-based filtering techniques 

to produce a hybrid recommender, putting into consideration 

the attribute-based of paper materials [22, 26]. Extensions 

where implemented to the attribute-based model in 

developing the trivial hybrid algorithm thus eliminating the 

problem of new user, new item and other problems or 

limitations [34]. Several testing methodologies are also 

implemented in order to evaluate the quality of the 

recommender algorithm in, especially, the presence of new 

items [28]. These research where generally to improve the 

users and items understanding, incorporate the contextual 

information into the recommendation process, supports 

multi-criteria ratings and provide more flexible and less 

intrusive types of recommendations [2, 10, 30, 31, 32]. 

2. Approach 

This research develops a recommender system that 

implements five different approaches; Collaborative Filtering 

(CF), Content Based Filtering (CBF), Nearest User Rated 

material (NUR), Most Frequently Visited materials (MFV), 

and Most Similar Visited Material to the targeted learner 

(MSV). To mirror learner’s complete range of interests, 

Matrix Preference (MP) was used to consider multi-

dimensional attributes of materials. The importance for 

specific attribute of each learner can be determined based on 

rating of learner’s access to educational materials. In 

accordance with the specific attributes, learning material 

profile is defined as a vector in which the values of attributes 

are assigned to a material. The attribute based model is 

defined as a multi-dimensional vector � = 	 ��, �� … …	�	 

where �	 is the K-thattribute’s name. Putting into account the 

weight for each attribute, �
	  is the weight value and 

∑ �
	�� 	 = 1. Given by the learning ratings on materials, 

the attributes of learning materials will transfer to learner’s 

profile. For each leaner the proposed system will make a 

personal preference matrix including K-rows corresponding 

to the attributes of category and T-columns corresponding to 

T visited materials. In this matrix, ���	  denotes the score of 

the attribute �	  by leaner i in the observance of material j 

which is computed as follows: 

���	= �
	���                                    (1) 

Where ���  is rating of learner i for the material j visited. 

2.1. Content-Based Recommendation 

The similarity between leaner behavior and special 

material, p is given by the following equation: 

���(��,��	) = 	 ∑ ������� .∑ !��".#"($��,%&	)""��
'.(               (2) 

In which )��  is a weighing value for observation of 

material j by learner i and is normalized with I-norm. Since 

learner’s recent accessed material plays an important role in 

to the future interests. The relative importance of each 

observation is pre-determined as follows: 

	)��	 = 	 *�+(,-$��.�')                               (3) 

Where /-���.  is the order of materials j in the recent 

observation by learner i and 0  in an adjustable parameter 

used to describe the change rate of learner’s preference. This 

formula gives more weight to recent visited materials. 

�	(���,��	) is the matching function between k-th attribute 
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of material ��� and ��	that is calculated as follows: 

�	(���,��) = 	 11	�2	3456*(�	,��) = 3456*(�	,��)	
0	8/ℎ*�)��*	    (4) 

Therefore if the attribute of k-th of ���  and ��  be 

same�	(���,��) gets 1 otherwise 0. Materials are ranked by 

calculating the similarity between the preference matrix 

made up of weighted behavior attribute sets as materials. 

Highly ranked materials are then recommended to the learner. 

2.2. Collaborative Filtering Recommendation 

STEP ONE: For reflecting the similarity between the 

preferences of two learners, the similarity is calculated as 

follows 

���(��,��,) = 	 ∑ ∑ �:;�:<�<���;�� .∑ !�";.!�"<.#"($�;,$�<)""��
'=.(        (5) 

Where 

�	(��>,��?) = 	 11	�2	3456*(�	,��>) = 3456*(�	,��?)	
0	8/ℎ*�)��*	     (6) 

STEP TWO: Here the proposed system determines explicit 

attribute-based neighborhood of learner a, @(�A) according 

to the calculated similarity in step 1. 

STEP THREE: The prediction rating of material i by using 

implicit attribute based for active learner a is B(�A,�) that is 

gained by the rating of �A, neighborhood, @(�A), that have 

rated i before. The computation formula is as follows: 

B(�A,�) = CD$E + 	 ∑ !�#($E,$�	).(GH�	(�)�	GDH� )�∈J(HE)
∑ !�#($E,$�	)H�∈J(HE)

           (7) 

Where CD$E and CD$�average rating of items rated by active 

learner �4 and �K respectively. 

2.3. Other Recommendations 

Nearest User Rated Material (NUR): the weights of the 

current user are affected by each cold-start question. These 

numbers correspond to how much each material tag is 

weighted by the Euclidean distance for the KNN algorithm. 

The difference between two vectors as defined in Equation 8 

where 6A,� is the ith answer from user4 and L is the number 

of questions. 

���(6DA, 6DM) = 	 �
NO�??(PQE,PQR)S�                        (8) 

T�22(6DA, 6DM) = ∑ |6DA,� − 	 6DM,�|W�X� 	                    (9) 

The NUR will go a long way towards solving the cold-start 

problems, which are cold-start new item, cold-start new user, 

cold-start new system. 

Most Frequently Visited Materials (MFV): It looks into 

@(�A)  for each neighbor, scans through the database and 

counts the visit frequency of materials. Therefore the score in 

this method is defined as: 

�Y8�*� = 	 ∑ @Z[(�� , \)$�∈]($E) 	                   (10) 

Score \  denotes the visit frequency of material \  by 

neighbors of �A  (Symeonidis et. al. 2008). This method 

assumes that the more a material is visited, the more popular 

it becomes. 

Most Similar Materials to the Targeted Learner (MSL): is 

employed to give the system the capability to make 

suggestion outside the scope of what the user has already 

shown interest in. According to sequential combination 

model of hybrid recommendation systems, those materials 

that visited by ��(�� ∈ @(�A)) and are the most similar to 

�A 	(���(�A , ��)) will be considered, the score is defined as: 

�Y8�*� = 	���(�A, \)                           (11) 

Most Similar Visited to the Most Similar Learners (MSV-

MSL): Since the similarity of the neighbors will vary 

significantly for each material visited by ��(�� ∈ @(�A)), this 

method admeasures not just the similarity of materials to 

�� 	(��� ( �� , �� )) but to the similarity of �� and 

�A 	(��� ( �A , �� )) as well. In this method the score \  is 

defined as: 

�Y8�*� = 	���(�� , \).���(�A, ��)               (12) 

MVF-MSL: the researchers made combination that will 

make alternative replacements of scores in both the base 

algorithms. The method scores according to their visit 

frequency by leaner ��  within @(�A)	(@Z[(�� , \))  and the 

similarity of ��and �A	(���(�A , ��)) where: 

�Y8�*� = 	 @Z[(�� , \).���(�A , ��)             (13) 

The server stores each action from a user using field 

source that describes which learning material is looked up or 

which action is performed on a certain learning material. 

2.4. Implementation 

The recommender system (Zira), consists of 3 components; 

the Client (web), Backend (Server) and the Recommender 

engine which is implemented on the server. 

2.4.1. Client 

The client used for developing Zira is HTML5 embedded in 

a web view and packed by most web clients. The HTML5 is 

used along with Cordova Project so that it is easier to 

communicate with the servers Application Programming 

Interface (API) [37]. The client uses Hypertext Transfer 

Protocol (HTTP) request to communicate or acquire all 

contents visible for the end-user. It uses object oriented 

approach to distinguish between authorized and not authorized 

classes to help keep track of more complex tasks. For a 

particular end user session in a recommendation cycle, the 

server gives a list of papers or materials to the client so that if 

the user recommends one, it is recorded to the API and taken 

into consideration for later recommendations. The client also 

provides search for other papers and when the user clicks on 

any searched item it will be collected as a view of the materials. 

2.4.2. Backend 

The backend (or server) of the system is where all the 
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clients get their learning materials, recommendations and 

post their feedback. All information is saved on the backend, 

therefore it is where the client gets the information they 

display to the user. Using the programming language Scala 

with Play Frame, the server is implemented using modern 

web architecture style Representational State Transfer (REST) 

[39]. Apart from modern language and framework, it also 

allows the use of Java library whenever the need arises. The 

researchers hosted the server on Heroku Cloud Service 

because it allows easy deployment without much configuring 

on your own. The client request from the server through 

different URLs called endpoints. 

2.4.3. Recommender 

The recommender system is part of the server while client 

communicates with it through one of the API endpoints. 

Initially, the KNN algorithm calculates the distance between 

two users before it can have enough ratings from explicit star 

ratings [35]. Similarity measure is used to find most similar 

users. The ratings will be measured with the same similarity 

and is the product of their actual ratings and similarity to 

similar user. For collaborative based filtering, the system is 

developed with a relation between user and material tag so 

that score for the user is saved stored for the tags. Scores on 

each tag are made from both cold-start question and user 

ratings which forms the user profile. 

GroupLens called LensKit, along with set of tools for such 

system was used to implement Collaborative filtering 

algorithm. This research uses only the LensKit-core and 

LensKit-data-structures modules to implement this section of 

the algorithm. The core module is required to initialize the 

building of collaborative filtering recommendations as it is 

also a dependency for the other modules. An item 

recommender is built from an access object to the database 

where it will gain access to other ratings, users and items. In 

order to help LensKit compute recommendations, problem 

specific is needed, therefore, LensKit-data-structure module 

was used to provide data structure to help with the 

configuration. 

Various field sources are keyed-in to the algorithm to 

support multiple attributes of the materials. The system 

gathers explicit feedbacks in two ways, either (1) when the 

user agrees or clicks certain buttons of the recommendation 

list, or (2) when user reports a star rating after viewing a 

material. The system also has two mechanisms for gathering 

implicit feedbacks. (1) A timer is started anytime a user looks 

at a material so as to predict if the user did actually read the 

article or (2) Timestamp are logged for every request so that 

same material within same period of time are not 

recommended. 

2.4.4. Recommender Composition 

The composition of recommendation list is mainly from 

Collaborative filtering and Content-based filtering which 

constitutes 80% (40% each). The remaining percentage is 

filled in by the NUR algorithm in the event of cold-start 

problems; otherwise it will be filled by either of the best two 

attribute-based MSV or MSV-MSL algorithm, if no enough 

knowledge for CF or CBF algorithms is available. Lower 

score than defined threshold can outperform CBF which will 

then exclude a material, while CF can be outperformed if the 

user has not yet rated any material and the engine has nothing 

to compare against. The other 20% is a set of random 

materials which is a necessary strategy in order to be able to 

compare other algorithms to random in the evaluation and 

help integrate new materials with no ratings. The 

recommendation list is not deterministic and therefore 

randomized so as to help unrated materials gather some 

ratings as well. 

3. Experiments and Results 

A course management system (CMS) which is a free open 

source for online researchers, MOODLE (Modular Object 

Oriented Dynamic Learning Environment) is used for this 

research. A real-world dataset from the usage data of course 

management Moodle is used for the research experiments. 

The learning dataset consists of 1600 lending records from 

600 learners on 3700 learning materials that contain 

timestamp and rating information from each record. The 

dataset is divided to training and testing sets where, 75% was 

used as training set and 25% as testing set. 

As used by several researchers, this research also used 

precision and recall as evaluation metrics for the 

recommender performance. These researchers focused on 

accuracy metrics that estimates the fraction of relevant items 

actually recommended (recall) or the fraction of the 

recommended items that are actually relevant (precision). 

The standard definition of recall that is used in information 

retrieval settings is given by: 

�*Y455 = 	 |^_`_aAW,	∧	cdecfdgdh	|
|^_`_aAW,|                      (14) 

3.1. Impact of Neighborhood size in the CF Component 

This research carried out an experiment to determine the 

sensitivity of the neighborhood size in the CF component 

with respect to F1. The numbers of neighbors are changed 

and the corresponding F1 metric are computed. Optimal 

choice of neighborhood size was set to 18 and our finding is 

that the number of neighborhood sizes does not affect the 

quality of top-N recommendations. 

3.2. Impact of Number of Recommended Materials and i in 

the CBF Component 

Two parameters may affect the recommendation result in 

the CBF component. Experiment was carried out to 

determine the sensitivity of the parameters where number of 

recommendations and 0 where varied and the corresponding 

F1 metric is computed. From the result shown in Figure 2, it 

can be observed that both the number of recommendations 

and 0 affects the quality of the CBF based recommendations. 

Best results are obtained where numbers of recommendations 

are 5 or 6 and 0 = 0.3. 
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3.3. Impact of Recommendation Generation Method 

Experiment was performed to compare relative 

performance of all the seven approaches which included CF, 

CBF, NUR, MSV, MFV, MFV-MSL, MSV-MSL methods in 

generating recommendations. Figure 1 shows the relative 

performance of these approaches may change with different 

number of recommendations. The experiment shows that five 

out of these approaches have better performance. 

 

Figure 1. Impact on the number of recommendations and 0  in the CBF 

component with respect to F1. 

 

Figure 2. Comparison of various recommendation methods with respect to 

F1. 

3.4. Quality Comparison 

As soon as the optimal values of different parameters of 

the recommendation approaches are obtained, 

recommendation quality of the different attribute-based can 

be compared with memory-based method CF which uses 

similarity between items for recommendation generation. 

Table 1 summarizes the experimental results and it clearly 

shows that attribute-based approaches outperform the item-

based. 

Table 1. Comparison between attribute-based and item-based approaches. 

Approach Precision Recall F-Measure 

CF 0.673 0.341 0.455 

CBF 0.698 0.357 0.472 

NUR 0.584 0.324 0.417 

MSV 0.972 0.384 0.509 

MSV-MSL 0.754 0.402 0.524 

4. Conclusion 

Despite effort made by several researchers to improve e-

learning recommendations, there still exist gap in 

recommending research materials in digital libraries. This 

research presents a hybrid recommender that takes into 

account both the item-based as well as the attribute-based 

approach for noble and more accurate recommendations. 

Although table 1 shows NUR displaying low performance 

but Figure 2 clearly indicates that NUR performed better in 

the absence of fewer learning materials. Both MFV and 

MFV-MSL are removed from the algorithm since they clearly 

showed poorer performance while MSV and MSV-MSL 

producing the best output. Therefore CF, CBF, MSV, MSV-

MSL and NUR are combined to complement one another in 

order to have maximum performance at every instance. In 

other words, even though attribute-based approaches showed 

more promising recommendation results, the Nearest User 

Rated material (NUR) played a vital role in, especially the 

new user or new item situation. Evaluation metrics was used 

to measure the performance or effectiveness of the Ensemble 

recommender along with other traditional recommenders 

which showed promising results. 

In summary, the main contributions drawn from the 

research includes extension of previous or traditional 

algorithms to work with implicit datasets as well as perform 

additional tasks of overcoming various limitations. Also the 

research contributed an extensive accuracy comparison 

where traditional algorithms were put to test. However, there 

are possibilities these performances can be improved by 

future researchers using different dataset, feature 

combinations and/or when other parameter settings are 

explored. The researchers also suggest that future work 

should be added to the algorithm to include researcher’s 

suggestions for information sharing. 
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