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Abstract: Monitoring and supervision of power systems arevigied by the control center, whose role is the glesi
coordination and network management. This papesepits a control technique based on the implantationeasurement
units at the network buses. This technique showddtrtwo requirements: ensure the complete systesaradbility and
find the optimal locations of PMUs with the minimwuast. The problem was formulated as a mono-olveadptimization
problem and its resolution was made by implemensirgenetic algorithm (GA). The proposed methodsted on three
tests networks and the results are compared witér aesolution techniques. The simulation resulisuee the complete

system observability and validate the presentelhigoe.
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1. Introduction

The electrical power networks are continuously pdsh
to function at the limit of their stability. This due to
several economic, ecological, and technical coimgaln
addition to these constraints, the opening of neavkets
increases the power consumption as well as the leothp
of interconnections between the electrical powdwaoeks,
thus, creating an important energy exchanges omdée
work gridlines. The exchanges on the network atrtioe
ment of an imbalance are visible by the oscillatadrthe
power transiting on the network gridlines. Thisitiaton
limits energy production of the machines and sispashe
generators’ capacity. This fact highlights the imipnce of
the monitoring of electrical power networks usingquate
and modern methods.

Currently, many devices are developed to providar ne
instantaneous measurements (phase, current, atajepl
Such devices are called Phasor Measurement UMb P
[1-2]. This technology can provide a precise dedienn of
the real time state of the network operating cooais; thus,
providing its total observability [3-4], correctiribe errors
related to mathematical representation, and impgphe
estimation of these conditions. The bus of the tetsd
power networks guarantees the visualization ofsysem
which assists the operator to implement an aut@nmdin
to maintain the stability of the network. That alsaluces

the number of monitoring personnel, as well asrigles of
damage to the equipment in case of a sudden blackou

The installation of PMUs in the electrical supplgtn
works resulted in the development of several albors to
determine the optimal placements of these deviSesh
algorithms must be cost effective therefore ushmegmini-
mum of these devices to ensure the total obseitabil
the entire network.

The objective of this work consists in developing a
MATLAB program that is based on the genetic aldons
to find the optimal placement of PMUs. The genetigo-
rithm method was tested on three network-tests, taad
results were compared with other algorithms. Tlsalte of
simulation prove that an optimal placement of PMiss
sures a total observability of the network and tbausfirm-
ing the efficacy of genetic algorithm [5].

Reference [6] presents a detailed analysis ofahaired
synchronization accuracy of several phasor meammem
applications.

Figure 1 shows a hardware block diagram of a phasor
measurement unit. The anti-aliasing filter is usedilter
out from the input waveform frequencies above the N
quist rate. The phase locked oscillator converés GiPS1
pulse per second into a sequence of high-speedhg@imi
pulses used in the waveform sampling. The microgssar
executes the DFT phasor calculations. Finally,phesor is
timestamped and uploaded to a collection devicevinas
a data concentrator. An IEEE standard format noistex
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for real time phasor data transmission [7].
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receiver
Analog
Inputs
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filters ‘ ‘ AID conv ‘ micro-
processor

Figure 1. Phasor Measurement Unit Hardware Block Diagram.

2. Terms and Concepts of Observability

The definition of certain terminologies is necegsar
better understand Observability [8]:

A directly observable node is a node where a PMU is (

placed to measure the amplitude and phase of tegyeo
A node, without PMU, is calculable provided thagrin
is a connection in at least one PMU.

A node is unobservable when one or more variables

needed to determine its condition is missing.

The complete observability refers to a system wiadire

nodes are directly observable or calculable.

The incomplete observability refers to a system rehe

some nodes are not observable.
To assure the total observability of the networkiaia
rules must be respected:

All nodes neighboring a node with a PMU are observa

ble (figure2).

Ve

Figure 2. Example of the first rule of observability.

If a node with zero injection (node which does imp¢ct
any power into the network) is observable and algi-
boring nodes are observable except one, this lastbe-
comes observable (figure 3).

(

Figure 3. Example of the second rule of observability.

If all neighboring nodes to a zero injection node ab-
servable, then this node is also observable (fgure

Ve

JA c

Vs Vs
— 0
_ |

]

‘AB

Vo A'

C

Figure 4. Example of the third rule of observability.

Given the high cost of phase measurement unit, the
number of PMUs must be minimized. The goal is ttede
mine the optimal location of PMUs ensuring totatetva-
bility.

3. Problem Formulation
3.1. Cost Function Formulation

The installation minimal cost F (X) [5], is diregtinked
to a minimal number of Placing PMUs.
The minimization function may take the followingie:

F(X)=Min} Ci*xi (1)
With:
Ci: The cost to install a PMU at tHB bus.

i

1 for anodeiwitha PMU
{ . ()
0 otherwise

3.2. Observability Constraints Formulation
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The definition of observability constraints is stdl in
two cases as follows:

a. Case of a network with no zero injection nodes

Let the function Cost = F (X) [5] to minimize undée
constraints g (X) as g (09 |

Where g(X)=AxX is a series of equations represgntin
the system topology. The matrix A between two nokles
and m is defined as follows:

1 Ifk=m
Axm =4 1 Ifk et mare connected
0 Otherwise

®)

The vector | is the unit vector of dimension (N xwiith
N the total number of network node.

b. Case of a network with zero injection nodes

The study of this case is done using the matrixelbg+
ment method.

Solving the equation A x X% | will undergo some trans-
formations to get a faster and easier resolutiorhdying
the form :

Al x X>b then A1xX = TcontxPxAxX% b (4)

With:
Teont: CONstraint matrix related to nodes with no zero i
jection, it is as follows:
o
Tinj

Tin : constraint matrix related to the nodes with zero
jection, of dimensiorix x y] with x represents the number
of the nodes with zero injection agdrepresents the num-
ber of the nodes connected to zero injection notles
(without repetation of the nodes which have moentbne
connection).

IM*M

A (5)

Teont =

Lif k=m,i=1...m
Ali,j]=11If ket marecomnected , j = 1.... k
0,Otherwise

(6)

m: numbers of nodes with zero injection.

k: numbers of nodes connected to the zero injection

nodes.
I: identity matrix [MxM], where M represents themu
ber of nodes not connected to the zero injectiateso

P: Is a permutation matrix between old and new con-

straints with a dimension of [NxN], where N repmasethe
total number of nodes in the system; ie it is thentity
matrix except with disordered rows, we put the rofvthe
nodes with no connection to any zero injection natithe

beginning, and keep the organization of the columns
1 Ifk=m
P, =
fom { 0 Otherwise

()

b : vector of numbers of PMUs needed to ensur®lhe
servability of system, size (ax1) with a is thamier of
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constraints.

1 if node has no connection with the
b= zero injection node (8)
0 Otherwise

For the case of a network with a no zero injectiode,
the limit number of PMUs needed to assure the ebser
bility of this node is equal to 1.

In the case of a network with a zero injection noithe
limit number of PMUs needed to assure the obsélityabi
of this node is directly related to the number ofles to
which it is connected.

For example, for a node K, with zero injectionatetl to
the nodes r, t and q, its constraint of observighii g> 3,
since it is related to three nodes (r, t, q).

The formulated problem is a mono-objective optnisat
problem with constraints and that could be solvedgithe
genetic algorithms.

4. Genetic Algorithms

The genetic algorithms are stochastic techniquespef
timization which try to imitate the processes otunal
evolution of the species and the genetics. Theyoact
population of individuals subjected to a Darwinisglec-
tion: the individuals, known as parents, best aghpb
their environment survive and can reproduce. Theyten
subjected to mechanisms of recombination similathtse
of the genetics. Exchanges of genes between passiks
in the creation of new individuals, known as clelalr

The genetic algorithms basically differ from thehet
methods in research of the optimum:

They act on a set of configurations (populations) aot
a single point.

They use only the values of the function to berojzied,
not its derivative or other auxiliary information.

They use probabilistic transition rules (no detavistic).

The following functional flow chart illustrates thstruc-
ture of the genetic algorithm [11].

[ Create an initial population ]
La
+*
[ Fvalnate each of individnal I
[ Select the best individual I

[ Reproduction (crossover and mutation)

Stopping Crite- -

YES

| Result = best individual of the final popula- I

Figure5. Structure of the genetic algorithm.
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The definitions of different steps of the genetlgoa
rithm are defined as follows:

Selection:; This operator's role is to detect whiativid-
uals of the current population will be allowed &produce
("parents"). Selection is based on the qualityndividuals,
estimated using a function called "fitness," "ewadiln
function,” or "performance." The methods of selattare:
by rank, Steady State, by casino roulette, N /ft&sel, and
tournament.

Evaluation: This step is to calculate (or estimate
quality of newly created individuals. Here, andyohkre,
that the function to be optimized intervenes. Neua-
tions are made about the function itself, except thmust
be the basis for selection process.

Reproduction: The selected parents are used taaene
descendants. The two principal operations areribgsover,
which combine genes of 2 parents, and the mutatiunh
consists of a light disturbance of the genome. &lmgxera-
tions are applied arbitrarily using two parametettse
probability of crossing and the probability of ntina.
These probabilities are important parameters, wbaitsi-
derable influence in the quality of final results.

There are several types of crossings and mutations:

Crossover : binary crossing, real crossing, aritione
crossing.

Mutation : binary mutation, real mutation, unifommru-
tation, non uniform mutation.

Crossover example:

Before crossover:

Parentl 1 1 0 1 1 0 0 1 0
Parent2 1 1 0 1 1 1 1 0 0

Child1
Child2 1 1 0 1 1 0 0 1 0

-
-
-
-
o

Mutation example:

Before mutation:

15

the network.

Absence of PMUs Presence of PMUs

5. Simulation and Results

The algorithm of PMUs optimal placement is tested o
three IEEE test networks: IEEE 14 bus, IEEE 30 &g
IEEE 118 bus [8].

5.1.1EEE 14 Bus

The structure of the network IEEE 14 bus is repriesk
by figure 6 where the black spot close to bus Tcatés a
bus with zero injection. The data of the lines émel buses
are given by table 1.

B12 B13

Figure 6. Sructure of System 14 bus.

Table 1. Data about the |EEE System 14 bus.

Number of buseswith
no zero injection

Number of  Number of buses

Sl connections  with zero injection

Parentl 1 1 0 1 1 0 0 1 0

After mutation:

Child11 1 0 0 1 0 0 1 1

Stopping criteria: Stopping the process at thetrighe
is essential from a practical point of view. If thas little
or no information about the targeted value of tlesickd
optimum (otherwise stopping happens when this véue
achieved by the best individual of the current pation),
it is crucial to know when to stop the evolution.

In this article, the genetic algorithm with binazgding
is employed where each placement of PMU corresptinds
binary set with the length equal to the number adenin

14bus 20 1 7

5.1.1. Case with No Zero I njection Bus
The results of the simulation are given by theoiwihg
table:

Table 2. results of network with no zero injection buses.

no zero injection buses

Number of PMUs PMUs placement

Reference solution
[8,9, 10, 11]

Solution of
genetic algorithm

4 2-6-7-9

4 2-6-7-9
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5.1.2. Case with Zero I njection Buses The genetic algorithm produces the same number of
The results of the simulation are given by thedlwlhg  PMUs as that of the references, but the localinatiof
table: PMUs are not the same.
Table 3. results of network with zero injection buses. 5.2.2. Case with Zero I njection Buses
With zero injection buse! Thg results of the simulation are given by thedfeihg
Number of PMUs PMUs placement table:
Reference solution 3 2.6:9 . .
8,9, 10, 11] Table 6. results of network with zero injection buses.
Solution of
genetic algorithm 3 e With zero injection buses
The genetic algorithm produced the same resultsaitea Number of PMUs  PMUs placement
found by the other algorithms published in the IE&E
ticles; therefore it is functional for the systedtidus. Reference solution 2.4-6-9-10-12-15-18-
[8,9, 10, 11] ! 25-27
5.2. IEEE 30 Bus
. Solution of 2-4-6-9-10-12-15-19-
The structure of the network IEEE 30 bus is reptese  gonetic algorithm 7 25.97
by figure 7. The data of the lines and the busegaen by
table 4

5.3. IEEE 118 Bus
Bl =1 B2 u B7 The structure of the network IEEE 118 bus is
represented by figure 8. The data of the linesthachodes
B3 s are given by table 7
B13 3 ']“ 4”" u

i It
ﬁ w
L] m- L] fﬁﬂ
| ‘ 0 i
1 - |
B B21 E (] |
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Figure 7. Sructure of System 30 bus.

Table 4. Data about the |IEEE System 30 bus.

Number Number of buses il (.)f
System . . L buses with no
of connectionswith zero injection R
zero injection ‘
30 bus 41 5 6-9-11-25-28 rl_
5.2.1. Case with No Zero I njection Buses wi: " l
The results of the simulation are given by thecieihg !
tables. Figure 8. Sructure of System 118 bus.
Table 5. results of network with no zero injection buses. Table 7. Data about the IEEE System 118 bus.
no zero injection buses S Number Number of buses D:‘Sr:;g?;i?; ,
Number of PMUs PMUs placement Y of connections with zero injection >
Reference solution 2-4-6-9-10-12-15-18- A2y o
[8,9, 10, 11] 25-27 5-9-30-37-38-63-64-
Solution of 2-4-6-9-10-12-15-19- 118 nodes 179 10 68-71-81

genetic algorithm - 25-27
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5.3.1. Case with No Zero I njection Buses
The results of the simulation are given by thediaihg
table:

Table 8. results of network with no zero injection buses 118.

no zero injection buses

Number

of PMUs PMUs placement
Reference 2-5-9-11-12-17-21-24-25-28-34-37
solution 32 -40-45-49-52-56-62-63-68-73-
[8,9, 10, 11] 75-77-80-85-86-90-94-101-105-110-114
Solution 1 3-5-9-12-15-17- 21-23-25-28-34-
of genetic 32 37-40-45-49-53-56-62-64-69-71-
algorithm 75-77-80-85-86-90-94-101-105-110-114
Solution 2 3-5-9-11-12-17-21-25-29-34-37
of genetic 32 -40-45-49-52-56-62-64-69-70-71-
algorithm 77-80-85-86-90-94-101-105-110-114-118
Solution 3 3-5-9-12-15-17-21-23-29-30
of genetic 32 -34-37-42-45-49-53-56-62-64-69
algorithm -71-75-77-80-85-86-90-94-101-105-110-115

All the solutions are optimal, it is a problem dentifi-
cation of the cost it is all.

5.3.2. Case with Zero I njection Buses
The results of the simulation are given by thediaihg
table:

Table 9. results of network with zero injection nodes 118.

With zero injection buses

Number

of PMUs PMUs placement

Reference solutior 2-8-11-12-15-19-21-27-31-32-
29 34-40-45- 49-52-56-62-65-72-75

8,9, 10, 11] -77-80-85-86-90-94-101-105-110
Solution 1 of 3-8-12-15-17-20-23-29-34-40-45-49-
genetic 29 52-56-62-65-70-75-77-80-85-87-89-
algorithm 92-96-100-105-110-115

Solution 2 of 3-8-12-15-17-21-27-29-32-34
genetic 29 -40-43-46-50-51-54-62-64-70-
algorithm 75-77-80-85-86-91-94-101-105-110
Solution 3 of 3-8-11-12-17-21-24-27-28-32
genetic 29 -34-38-40-45-49-52-56-59-66-
algorithm 75-77-80-85-86-90-94-101-105-110

5.4. GA Effects
Table 3, table 6 and the table 9 respectively oblg

system, 30 bus system and 118 bus system present

reduced number of PMUs, which allows for a minirticza
of the cost function with an adjustment in the tiepbf
unobservability of buses.

6. Conclusion

The problem of optimal placement of PMUs (Phasor
measurement Units) in an electrical power netwesrkie-
fined using certain constraints to guarantee d tdiserva-
bility of the network and to minimize the cost.

It is, thus, a problem of mono-objective optimipati
where the genetic algorithm is proposed as a metiod
study. The effectiveness and the flexibility ofstigorithm
are checked by results of simulation on IEEE tesivorks.
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