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Abstract: Measures of dispersion are important statistical tool used to illustrate the distribution of datasets. These measures 

have allowed researchers to define the distribution of various datasets especially the measures of dispersion from the mean. 

Researchers and mathematicians have been able to develop measures of dispersion from the mean such as mean deviation, 

variance and standard deviation. However, these measures have been determined not to be perfect, for example, variance give 

average of squared deviation which differ in unit of measurement as the initial dataset, mean deviation gives bigger average 

deviation than the actual average deviation because it violates the algebraic laws governing absolute numbers, while standard 

deviation is affected by outliers and skewed datasets. As a result, there was a need to develop a more efficient measure of 

variation from the mean that would overcome these weaknesses. The aim of this paper was to model a geometric measure of 

variation about the population mean which could overcome the weaknesses of the existing measures of variation about the 

population mean. The study was able to formulate the geometric measure of variation about the population mean that obeyed 

the algebraic laws behind absolute numbers, which was capable of further algebraic manipulations as it could be used further 

to estimate the average variation about the mean for weighted datasets, probability mass functions and probability density 

functions. Lastly, the measure was not affected by outliers and skewed datasets. This shows that the formulated measure was 

capable of solving the weaknesses of the existing measures of variation about the mean. 

Keywords: Standard Deviation, Geometric Measure of Variation, Deviation About the Mean, Average, Mean,  

Absolute Deviation 

 

1. Introduction 

Measures of dispersion or spread are one of the most 

important statistical data analysis tools. They are used in 

illustrating the distribution of datasets. The most important 

measures of dispersion are the measure of variation about the 

mean which shows the average spread of statistical data 

around the mean value [3]. The measure of variation about 

the mean have several applications such as use in theory of 

estimation to test the efficiency estimation techniques, used 

in statistical quality control to monitor quality controls 

process among other uses [3, 11]. 

Currently, there are three known measures of variation 

about the mean; Mean deviation which is the average 

absolute deviation about the mean, variance which is the 

average of squared deviations about the mean and standard 

deviation which is the square-root of average squared 

deviation about the mean [17]. Past studies have established 

that the existing measures of variation about the mean are not 

100% efficient, this is due to various issues that arises during 

their use in estimating the average variation about the mean 

[2-3, 11-13, 16, 18, 20]. For example, mean deviation has 

been determined by past studies has to violate the algebraic 

number theory. Based on the algebraic number theory, given 

that the mean deviation is an average of absolute deviations, 

an absolute number on the field P such that 
0

: p
>• → ℜ



180 Troon John Benedict et al.:  Modeling Geometric Measure of Variation About the Population Mean  

 

must satisfy the following conditions [5]; 

1. 0a = iff 0a = a p∀ ∈  

2. ab a b= ,a b p∀ ∈  

3. a b a b+ < + ,a b p∀ ∈  

The mean deviation about the mean is given by the 

function [17]; 

1

n

i

i

v v

MAD
n

=

−
=
∑                              (1) 

where iv v− is the absolute deviation from the mean 

This measure of deviation from the mean as an absolute 

number, violates the algebraic laws as illustrated by the third 

condition (3), hence the average deviation about the mean 

estimated by the measure are not accurate because; 

 

Therefore, the measure always gives bigger estimates than 

the actual deviation about the mean. However, the measure 

argues on the basis of the theory behind measurement of 

average deviation about the mean, which assumes that for 

measuring of deviation from the mean, the metric (the 

distance from the mean) is more important than the sign of 

the deviation. Mean deviation has also been determined by 

past studies not to allow further algebraic application because 

of the absolution, as a result the measure is not considered as 

efficient [6]. 

A second measure of variation about the mean is variance 

which is given by the function [1, 17]; 

( )2

1var

n

i

i

v v

n

=

−
=
∑                               (2) 

Where ( )2

iv v− is the squared deviation from the mean 

This measure of variation from the mean allows for further 

algebraic manipulations which is an improvement from the 

mean deviation, it also do not violate the algebraic number 

theory, however, the average of deviation about the mean 

given by the measure are squared, hence, are not of the same 

unit as the initial datasets (squared). This makes the results 

given by the formula to be inappropriate [1, 17]. 

The last measure of variation about the mean is standard 

deviation, which is an improvement on variance by giving 

results which are of the same units as initial datasets. The 

measure is usually estimated by [1, 3, 13, 16]; 

( )2
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SD
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=

−
=
∑                               (3) 

Over the years, standard deviation has been the most 

widely used measure of variation about the mean, because it 

is a capable of further algebraic manipulation and it also 

solves the problem of variance by giving estimates which are 

of the same unit as the original datasets (square-root). 

However, past studies have determined that standard 

deviation is affected by outliers and skewed datasets, factors 

which makes this measure not to be efficient especially when 

dealing with datasets which have outliers and those that are 

skewed [2-3, 11-13, 16, 18, 20]. 

Given the shortcomings of the three existing measures of 

variation about the mean. The paper aimed at a modelling 

new measure of variation about the population mean known 

as geometric measure of variation, which is would overcome 

the weakness of the current measures of variation about the 

mean by not violating the algebraic laws, giving estimates 

which are of the same unit as the initial datasets, not affected 

by outliers and skewed datasets, and allows further algebraic 

manipulations to be carried on it. 

2. Methods 

An average measure of deviation is used to measure the 

average distant of each data point in a distribution from the 

mean of the dataset [17]. This help in determining the 

distribution of the dataset. The theory behind average deviation 

from the mean, believes that, in order to determine the 

distribution of data point from each other and from the mean, 

what is important is the absolute distance of each data point 

from the mean (metric) and not the direction of the deviation. 

Based on this theory, a small negative distance from the mean 

value is better than a large positive number, this is because 

datasets which compose of data points that are closer to the 

mean value are better than those that are composed of data 

points which are far away from the mean value [7]. This is 

because, what is important is important during statistical 

analysis is to obtain a measure of central tendency (mean) that 

is closer to all the data points in order to be a true 

representative of the entire dataset [16]. Therefore, the theory 

believes that it is statistically important to obtain estimates that 

are closer to all data Points [7]. As a result, when formulating a 

measure of variation from the mean, it is important to develop 

a measure that will capture the accurate magnitude of the 

deviation from the mean and not the direction of the variations. 

As a result, this study formulated a measure of variation from 

the mean which was aimed at estimating the average absolute 

deviations from the mean. 

A good measure of variation from the mean should be one 

that obeys the algebraic laws, given that the study aimed at 

formulating a measure of variation about the mean which 

estimated the average absolute deviations about the mean, the 

measure needed to obey the three conditions that an absolute 

number must satisfy; 

1. 0a = iff 0a =  

2. ab a b=  

3. a b a b+ < +  
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In line with the algebraic laws of absolute numbers, the 

study formulated a measure which concentrated on the 

product of absolute deviations about the mean other than the 

sum so as not to violate the laws [5]. 

Lastly, past studies have determined that geometric 

averaging usually give averages that are not affected by 

outliers and also ones that do not assume symmetry of 

datasets [4, 14, 19, 21]. 

The theory behind geometric averaging believes that given 

a vector ϑ  of identical data points iϑ such that 1, 2,3...i n= , 

then the nth root of the product of all data points iϑ  will yield 

the result ϑ  which is an average representative of all the data 

points iϑ  in the vector ϑ [14]. This can be illustrated 

mathematically as below; 

Given that 1 2 3, , ,... nϑ ϑ ϑ ϑ ϑ=     such that 

1 2 3 ... nϑ ϑ ϑ ϑ ϑ= = = = =  then the thn  root of the product of 

all data points is given as [14]; 

Root = n
iϑ ϑ=∏                               (4) 

Which is a representative of all the data points because all 

data points are equivalent to ϑ  [10]. 

Geometric averaging uses this theory to find the geometric 

mean for the data points which is given by as follows [8]; 

Consider a set of data points ic  such that 1, 2,3...i n=  and 

0ic >  then the geometric mean for the data points is given 

by the formula; 

1

n

n i

i

GM c

=

= ∏                                 (5) 

Studies have found that compared to other means such as 

the harmonic mean and the arithmetic mean, the geometric 

mean always give results which are greater than the harmonic 

mean but also smaller than the arithmetic mean whenever all 

the data points are positive or greater than zero [4, 8, 15]. 

Therefore, the theory shows that geometric averaging can 

only be used when determining the average of positive numbers 

and the results is always between the arithmetic and the 

harmonic means. This is because if any data point is determined 

to be zero then its use in the formula will render the entire results 

impossible because 0 p is un defined. Also, if the data points 

have an odd p negative data points then the results 

1

1

n n

i

i

c

=

 
 
 
 
∏  

will yield a complex result which will not be part of the data 

points. As a result, during the formulation of the geometric 

measure of variation using the geometric averaging as an 

averaging technique, several alterations are carried out on the 

formula to ensure that the formulations do not give complex 

roots and also a rule on how to deal with zero deviations. 

During the formulation of the geometric measure about the 

population mean, the study considered only the absolute 

deviations about the mean because during the study of 

deviations about the mean, what is important is the 

magnitude of the deviation and not the direction of the 

deviation. The formulation also ensured algebraic laws 

behind absolute numbers are obeyed during the formulations. 

Lastly, the formulation used geometric averaging which is 

not affected by outliers and skewed datasets in the averaging 

of the absolute deviations about the mean [4, 19, 21]. 

3. Results 

3.1. Formulation of Geometric Measure of Variation for 

Un-weighted Datasets 

For un-weighted datasets, consider a data vector 

2 3, , ,...,i nV v v v v=     the geometric measure of variation 

about the mean for the data set can be derived as follows; 

The arithmetic mean for the vector v  is given by the 

formula; 

1

n

i

i

v

v
n

==
∑                                    (6) 

The deviations ��  of each data point from the mean is 

given by; 

i id v v= −                                   (7) 

Hence the vector of deviations from the mean 

1 2 3, , ,..., nd d d d d=    . Using the geometric averaging 

technique, the average deviation from the mean �̅  can be 

obtained using the formula; 

1

n

n i

i

d d

=

= ∏                                (8) 

However, equation (8) is not applicable because given that 

mean is an equilibrium measure, the deviations from the 

mean tend to always be either, positive, negative or zero, as a 

result the product of the deviations can lead into a negative 

number which do not have real roots. In order to overcome 

this loophole, it would be better to use absolute deviations 

from the mean other than the actual deviations because 

according to the theory behind deviation, when assessing 

deviation, the magnitude is more important than the sign of 

the deviation. Now replacing the actual deviations with 

absolute deviations, the average deviation from the mean in 

(8) will be given by the formula; 

1

n

n i

i

d d

=

= ∏                               (9) 

The next problem that arises is when some deviations from 

the mean are zero which occur when the data points are zero, 

thus, even if one data point is zero the product of the 

deviations from the mean will be zero whose definite root do 
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not exist. In order to overcome these problem, the geometric 

deviation from the mean will average only those deviations 

from the mean which are none zero; Therefore, let P refers to 

all the none zero deviations from the mean, the average 

deviation from the mean using the geometric measure will be 

given by the formula; 

1

p

n
i

i

d d

=

= ∏                             (10) 

Now given that when all the data points are the same then 

the average deviation from the mean would be zero. As a 

result, let G be the geometric measure of deviation from the 

mean. The average deviation from the mean for un-weighted 

datasets can be estimated as follows; 

1

0

0 0

P

n i i

i

i

d d
G

d

=


 ∀ ≠= 


∀ =

∏                       (11) 

Using logarithms, equation (11), can be simplified to 

obtain equation (12) which is illustrated as below; 

1

1
exp( ln( )) 0

0 0

P

i i

i

i

d d
G n

d

=


∀ ≠

= 
 ∀ =

∑
                  (12) 

The introduction of the logarithm assists in the elimination 

of infinite numbers that may rise as a result of the product of 

the deviations when the population size is too large, during 

the calculation of the geometric measure of variation from 

the mean. 

3.2. Formulation of Geometric Measure of Variation for 

Weighted Datasets 

Consider a vector of un weighted datasets 

1 2 3, , ,..., nV v v v v=     and a vector of weights 

1 2 3, , ,... nς ς ς ς ς=    . When each element of the vector V is 

coefficient by the respective weight from the weight vector 
ς , a new vector of weighted dataset 

1 1 2 2 3 3, , ,..., n nV v v v vς ς ς ς ς=    . The geometric measure of 

variation about the mean can be derived as follows; 

First we begin by determining the mean for the weighted 

vector, this is calculated as follows; 

1

1

n

i i

i

n

i

i

v

V

ς

ς

=

=

=
∑

∑
                              (13) 

The deviation from the mean will be given by; 

i id v v= −                                   (14) 

A vector of weighted deviations from the mean 

1 1 2 2 3 3, , ,..., n nd d d d dς ς ς ς ς=     can be derived by coefficient 

the weights for the respective data point and their respective 

deviations from the mean. The geometric average of variation 

from the mean for the weighted vector of deviations from the 

mean can be estimated using geometric averaging as follows; 

1

1

n

i
i

i

n

i

i

d d
ς ς

=

=

=
∑ ∏                               (15) 

However, equation (15) just like (8) is not applicable 

because given that mean is an equilibrium measure, the 

deviations from the mean tend to always be either, positive, 

negative or zero, as a result the product of the deviations can 

lead into a negative number which do not have real roots. In 

order to overcome this loophole, it would be better to use 

absolute deviations from the mean other than the actual 

deviations because according to the theory behind deviation, 

when assessing deviation, the magnitude is more important 

than the sign of the deviation. Now replacing the actual 

deviations with absolute deviations, the average deviation 

from the mean in (15) will be given by the formula; 

1

1

n

i
i

i

n

i

i

d d
ς ς

=

=

=
∑ ∏                               (16) 

The next problem that arises is when some deviations from 

the mean are zero which occur when the data points are zero, 

thus, even if one data point is zero the product of the 

deviations from the mean will be zero whose definite root do 

not exist. In order to overcome these problem, the geometric 

deviation from the mean will average only those deviations 

from the mean which are none zero; Therefore, let P refers to 

number of all the none zero deviations from the mean, the 

average deviation from the mean using the geometric 

measure will be given by the formula; 

1

1

n

i
i

i

p

i

i

d d
ς ς

=

=

=
∑ ∏                               (17) 

Now given that when all the data points are the same then 

the average deviation from the mean would be zero. As a 

result, let G be the geometric measure of deviation from the 

mean. The average deviation from the mean for un-weighted 

datasets can be estimated as follows; 

1

1

0

0 0

n

i
i

i

p

i i

i

i

d d
G

d

ς ς
=

=


 ∀ ≠= 


∀ =

∑ ∏                           (18) 

Using logarithms, equation (18), can be simplified using 

logarithms to obtain equation (19) which is illustrated as 

below; 
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( )
1

1

1
exp ln 0

0 0

p

i i in
i

i

i

i

d d
G

d

ς
ς =

=

  
  
   ∀ ≠  =   
  

 
 ∀ =

∑
∑

            (19) 

The introduction of the logarithm assists in the elimination 

of infinite numbers that may rise a result of the product of 

absolute deviations, this assist in the simplification of the 

geometric measure of variation from the mean. 

3.3. Formulation of Geometric Measure of Variation for 

Probability Mass Functions 

Based on equation (19), if all the deviations are none-zero 

then it can be determined that; 

( )
1

1

1
ln

n

i in
i

i

i

G dς
ς =

=

= ∑
∑

                       (20) 

Thus, ( ) ( )ln ln iG E d=  and that ln id  is distributed 

with the same weights as iv . Therefore, extending this 

relationship on probability mass functions. Assume that the 

variable iv  is discrete with probability mass function ( )ivς  

for all 1, 2,3,...,i n=  and 0 otherwise. Assume that ln id  

which is equal to ln iv v−  where v  is the mean of the 

random variable v , is distributed in the same way as iv  with 

a probability mass function ( )ivς . Then the log of geometric 

deviation ( )( )ln G  can be shown based on equation (19) to 

be equivalent to; 

( ) ( )ln lnG E d=                             (21) 

But ln id  is distributed with probability mass function 

( )ivς  then by definition; 

( ) ( ) ( )
1

ln ln ln

n

i i i

i

G E d v dς
=

= = •∑  0id∀ ≠       (22) 

Hence the geometric deviation for probability mass 

functions can be given as; 

( )
1

exp ln 0

0 0

n

i i i

i

i

v d d
G

d

ς
=

  
 • ∀ ≠   =   


∀ =

∑
              (23) 

3.4. Formulation of Geometric Measure of Variation for 

Probability Density Functions 

Similarly, the relationship in equation (22) can be extended 

on continuous random variables. Assume that the variable v  

is continuous on the interval a v b≤ ≤  with probability 

density function ( )vς . Assume that ln d  which is equal to 

ln v v−  where v  is the mean of the random variable v , is 

distributed in the same way as v  with a probability density 

function ( )vς . 

( ) ( ) ( )ln ln ln .

b

a

G E d v d ddς= = •∫  0d∀ ≠        (24) 

Hence the geometric deviation for probability density 

functions can be given as; 

( )exp ln . 0

0 0

b

a

v d dd d
G

d

ς
  
  • ∀ ≠=    

∀ =

∫                  (25) 

4. Conclusion 

In conclusion, the study was able to formulate a 

geometric measure of variation about the population mean 

which can be used to estimate the average variation about 

the mean for un-weighted datasets, weighted datasets, 

probability mass functions and probability density 

functions. The results show that the formulations do obey 

the algebraic laws behind absolute numbers. The measure 

is also capable of further algebraic manipulations as it can 

be used further to estimate the average variation about the 

mean for weighted datasets, probability mass functions 

and probability density functions. Lastly, the geometric 

averaging ensures that the results obtained by the 

formulations are not affected by outliers and skewed 

datasets because it uses geometric averaging which has 

been determined by past studies not to be affected by 

skewed data sets and outliers [4, 19, 21]. 
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