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Abstract: Since the second half of the last century, the intensive usage of digital texts and textual databases produced the 

need for efficient search methods and data structures. Even though there are many traditional pattern matching algorithms such 

as regular matching, AC algorithm, and WM algorithm, in this paper, we use on a word detection method based on an 

improved DFA algorithm. We focus on the implementation of content matching technology using an improved DFA algorithm. 

We used the approach that can retrieve the emoticon icon, half corner character, repeated word based on 

ConcurrentSkipListMap to construct the tree of the word filtering system. We introduce the architecture of the system that 

mainly depends on the middleware, database, and data processing parts. The algorithm performs functions including filtering 

the word to match multiple pattern strings, to share a common prefix of a string that can reduce repeated lookups and save 

memory space. We use the pre-trained word vector model to achieve good results for the expansion and improvement of the 

sensitive lexicon. The system realizes the functions of word matching, including initializing, changing, matching, and 

highlighting of the word database, various processes that are tested and analyzed. We did a simulation to capture relevant word 

data and import it into MySQL database for storage. The method for message sensitive word recognition effectively improves 

the speed and accuracy of the algorithm recognition, the efficiency of word matching. We emphasize the DFA algorithm is the 

best approach compared to AC algorithm and other algorithms. Through function test, system test, and performance test, some 

valuable results are obtained. As a result of the tests, valuable results are founded from functional tests, system tests, 

performance tests. The system realizes the characteristics of large thesaurus and high matching efficiency of long text. It can 

meet the requirement of network real-time transmission, so it can be applied in the network. This paper proposes an improved 

multi-mode matching algorithm for word detection based on DFA. The algorithm maximizes the speed of problem detection 

and response efficiency and purifies the network space by optimizing the algorithm for the characters of the text content, the 

number of basic words and the detection efficiency. As a result of our research, we have shown the data from different sources 

of the system can be reused to reduce repeated construction costs. 

Keywords: DFA, MySQL, Word Detection System, Word Changing, Word Matching 

 

1. Introduction 

Due to the continuous development of Internet technology, 

the number of netizens increases year by year, and the 

Internet has entered a stage of rapid development. People 

gradually realize that the network has brought us an 

important role, and through the network of information 

transmission and resource sharing to achieve the purpose of 

communication. However, while disseminating favorable 

information on the Internet at home and abroad, it also 

provides an opportunity for criminals to take advantage of it. 

The quality of the network communication platform and the 

content are not even multiplied, and the network 

dissemination platform takes advantage of its open source 

and public characteristics to spread bad information [1], such 
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as: abuse, advertising, pornography and other content, make 

some people with weak ability to distinguish between right 

and wrong are seriously affected, and even harm the security 

of the country and the stable development of society. 

Therefore, while the Internet enhances people's 

communication, it also needs the support of more stable 

filtering technology. Network information filtering is mainly 

aimed at the problem of mixed information on the Internet, 

but it can also provide some new ideas to solve the 

information society people want to independently set the way 

to obtain information and content and other personalized 

customization needs. 

The advanced DFA algorithm based word detection system 

is used to construct the Trie tree for sensitive word 

recognition, which effectively improves the algorithm speed. 

It can be recognized as a typical word detection system based 

on the improved DFA algorithm. In order to filter the words 

in the text, many traditional pattern matching algorithms such 

as regular matching, AC algorithm and WM algorithm [2-5]. 

In the Chinese content research: some researchers proposed 

an improved fast multi-pattern matching algorithm based on 

the idea of converting Trie tree into even group form [6]. 

Other scholars have proposed matching word decision tree 

information filtering algorithm [7]. This paper proposes an 

improved multi-mode matching algorithm for word detection 

based on DFA [8, 9]. Although the DFA algorithm can solve 

part of the word detection problem, it can maximize the 

speed of problem detection and response efficiency and 

purify the network space by optimizing the algorithm for the 

characters of the text content, the number of basic words and 

the detection efficiency. On this basis, the overall process of 

the system is further analyzed and explained. On the other 

hand, data from different sources of the system can be reused 

to reduce repeated construction costs. 

2. Research Background 

In the early stage, the main functions and performance 

indicators of the monitoring system are mainly servers or 

hardware, etc., mainly monitoring the overload or crash of 

servers caused by external network system intrusion, and 

monitoring the operation of the network and other devices, 

etc. [10]. In the 21st century, the Internet has become the 

main channel for the government, universities and enterprises 

to carry out business and publicity services. A variety of 

network information is presented in a blowout manner. 

With the development of Internet technology, more and 

more users are participating. In the process of enjoying and 

participating in entertainment content, some ill-intentioned 

users will release undesirable sensitive and illegal 

information, such as violent pornography, online gambling 

fraud and other information. These information through a 

variety of means in a variety of carriers spread in the 

network, so that users inevitably suffer from information 

infringement. This is where the importance of content 

policing grows. Due to the convenience of the Internet, wide 

audience, fast transmission and other characteristics, it is 

difficult to use manual inspection to effectively find 

problems in the first time. 

Therefore, the monitoring system has gradually expanded 

from monitoring the function and performance of hardware 

equipment to monitoring the network information content, 

which has generated a new demand for the monitoring of 

network content. This paper draws on the advantages of DFA 

algorithm to quickly construct search tree in retrieval [11]. 

The main functions of the word detection system are as 

follows: 

(1) Detection of political-related content: accurately 

identify the illegal texts of political-related figures, 

political events, religion, reactionary division and 

terrorism in various scenes. 

(2) Pornographic content detection: accurately detect 

pornographic content such as obscenity, sexual 

attraction, erotic love, pornographic innuendo and soft 

pornography, and support pornography classification. 

(3) Prohibited content detection: accurate identification of 

gambling, knives and guns, drugs, counterfeiting, 

counterfeit selling and other illegal articles and 

violations. 

(4) Abusive content detection: accurately identify abusive 

content such as insults, abuse and slander in various 

scenes. 

(5) Garbage content detection: accurate identification of 

water stickers, brush screen, meaningless and other 

garbage content, to achieve intelligent anti-garbage. 

(6) Advertising content detection: accurately identify the 

contents of illegal junk advertisements released by 

wechat, mobile phone number, email, wechat, etc. 

(7) Text symbol detection: accurately identify the text 

semantics of various emojis and character expressions. 

(8) Custom detection: supports the user-defined thesaurus, 

and carries out directional filtering of illegal content 

through literal comprehensive judgment. 

 

Figure 1. DFA Diagram of state. 

3. DFA Algorithm 

The full name of DFA is Deterministic Finite Automaton, 

that is, the deterministic Finite automaton [12]. Its 

characteristics are: there is a finite set of states and some 

edges from one state to another state, each edge marked with 

a symbol, one of the states is the initial state, some states are 

the final state. But different from the uncertain finite 

automata, there will be no two side signs starting from the 
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same state with the same symbol in DFA [13, 14]. 

In a nutshell, it's going to get the next state from event and 

the current state, that is, event+state=next state. It means that 

there are multiple nodes in the system, and the route to 

another node is determined by passing the incoming event, 

while the node is limited. this picture shows Diagram of state 

(Figure 1). 

4. Proposed Design and Implementation 

of Word Detection System 

Combining with the solution of word detection system 

based on DFA algorithm, the proposed system is designed. 

This paper introduces the architecture of the whole system 

and describes the composition and function of the system. 

 

Figure 2. System Architecture. 

4.1. System Architecture 

The whole system depends on the middleware and only 

Mysql, RocketMQ support. this picture shows system 

architecture (Figure 2). 

(1) Word detection service: Provides word detection 

system filtering service and text highlighting service 

through http interface. 

(2) Word detection management service: It is responsible 

for maintaining the life cycle of thesaurus, notifies the 

filtering service asynchronously through message 

queue, and provides the functions of adding, 

modifying, deleting, and querying words. At the same 

time, the automatic invalidation of the word can be set 

through the timing scheduling. 

The trie thee based data structures based in improved DFA 

algorithm were necessary in order to support the storage of 

textual data in a manner in which a preprocessing stage 

would present the possibility of having subsequent search, 

insertion and deletion operations. 

In general, a trie allows the prefix of terms to be used as a 

search mechanism. The trie requires pre-processing the data 

in to a data structure that has very efficient lookups. 

4.2. Initialize the Matching Structure 

Trie tree (dictionary tree, also known as word lookup tree 

or key tree) is a tree-like data structure, mainly used for 

character matching, character statistics, character storage. 

Compared with the traditional string matching algorithm, the 

Trie tree has the following advantages: 

(1) It can be used to match multiple pattern strings [15]; 

(2) Sharing a common prefix of a string can reduce 

repeated lookups and save memory space [16]. 

Regarding the Trie tree algorithm performance, we 

describethe main process of the root, its build steps as 

follows: 

(1) The Trie tree composed of AAC and AAH, which 

share the prefix AA. 

(2) Add BCH, which has no common prefix with the 

previous two words. 

(3) Add AAB, which can share the AA prefix with AAC 

and AAH. 

(4) If AA is added, A closing mark needs to be added to 

the second word A. The picture shows the Trie tree 

build process (Figure 3, Figure 4). 

 

Figure 3. Trie tree building process. 

After the words in the text to be detected are filtered out 

according to the Trie tree, other information such as the rank 

and description of the words need to be obtained. You can 

use a hash table to store a list of words stored in the database. 

The result is the following data structure which has two 

technical details including word cache, the Trie tree 

construction. 

4.2.1. Word Cache 

The fundamental difference between the cache and the 

underlying dependent hash table is that the cache can save 

memory by reclaiming stored items through a cull policy. 

The elimination strategy is to predict which data is most 

likely to be used again in the short term, so as to improve the 

cache hit ratio, which is an important feature of the cache 

library. 

 

Figure 4. Filtration Process. 
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Caffeine is a high-performance Java Cache library, near 

optimal caching library. Caffeine provides an in-memory 

cache using a Google Guava inspired API. Caffeine uses 

ConcurrentHashMap for its underlying data storage. 

ConcurrentHashMap has added red-black trees to enable 

good read performance even when hash conflicts are severe. 

4.2.2. Trie Tree Construction 

The word detection system in this paper uses 

ConcurrentSkipListMap to construct the Trie tree of the word 

filtering system. ConcurrentSkipListMap is a thread-safe 

ordered hash table suitable for high-concurrency scenarios 

with the following characteristics: 

ConcurrentSkipListMap and TreeMap: are both ordered 

hash tables. But they have different thread-safe mechanisms. 

TreeMap is non-thread-safe, whereas 

ConcurrentSkipListMap is thread-safe. 

ConcurrentSkipListMap is implemented through a jump list, 

while TreeMap is implemented through a red-black tree. 

ConcurrentSkipListMap and ConcurrentHashMap: The 

keys of ConcurrentSkipListMap are ordered and 

ConcurrentSkipListMap supports higher concurrency. The 

ConcurrentSkipListMap access time is log(N), almost 

independent of the number of threads. With a given amount 

of data, ConcurrentSkipListMap can benefit from having 

more concurrent threads. 

 

 

Figure 5. Filtering process. 

4.3. Text Filtering Process 

For the purpose of text filtering process, the system 

indexes a number of names. Names like "A", “B”. The main 

goal will be to filter names in a text box, and to do that really 

fast. 

As the user types in a name, we need to filter them. As the 

user types, we can use the Trie as follows. The process 

includes preprocessing, matching, and integrating the output 

that are shown in Filtering process (Figure 4). 

(1) Pre-processing: such as text word writing, pre-

processing word AAO and then filtering, 

(2) Trie tree matching: Find words in the text, 

(3) Merged output: Obtain more information of the word 

from the hash table according to the word ID of the hit 

word, it is integrated into further processing such as 

counting the number of the hit words, and then output 

is the result (Figure 5). 

4.4. Change Process 

(1) Establish three references p1, p2 and p3. p1 points to 

the root of the Trie tree, and p2 and p3 point to the 

beginning of the text (Figure 6). 

 

Figure 6. The root of Trie tree. 

(2) The first character C does not exist in the children of 

the root node, and moves p2 and p3 to the next 

character (Figure 5). 

(3) The character B of p2 exists at the root node of the Trie 

tree. Therefore, move p1 to node B below the root 

node of the Trie tree. Move p3 to the next character # 

of B, where # is A nonsense character, and move p3 to 

the next character a of # (Figure 7, Figure 8). 

 

Figure 7. The root expression. 

 

Figure 8. Change in the second character. 
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(4) The character A at p3 does not exist in the subtree of 

p1, that is, there is no matching character. In this case, 

p3 points to the next character A of p2 (skip the # 

character without meaning), and p1 points to the root 

node (Figure 9). 

(5) If two characters A exist in the child node at p1 (Trie 

root node), move p3 to the next character and p1 to the 

child node A (Figure 9). 

 

Figure 9. The root of Trie tree, changes. 

(6) The character A at p3 exists in the subtree of p1. Move 

p1 to the child node A of p1 where the ending mark 

exists and the word AA is hit. Record the position of 

the hit word in the text (start position 3, end position 

4), and obtain the ID of the hit word from the content 

of the ending mark and record it. Move p3 to the next 

character H (Figure 10). 

 

Figure 10. Change in subtree. 

 

Figure 11. Change in subtree, continuous. 

(7) The character H at p3 exists in the subtree at p1. If p1 

is moved to the child node H, the node has the ending 

mark, the hit word AAH, and the relevant information 

is recorded. p2 moves to the next character A, p3 goes 

back to p2, and p1 points to the root of the Trie, from 

which the next round of matching begins. 

(8) Similarly, character A at p2 exists at the root node, and 

p3 moves the next character H, and p1 points to the 

child node A. The character H at p3 does not exist in 

the subtree of p1, so p2 moves to the next character H, 

p3 points to p2, and p1 points to the Trie root node. 

Character H at p2 does not exist in the p1 subtree. 

Move p2 and p3 to the next character J, as shown in the 

figure above (Figure 11). 

4.5. Word Change Process 

When a word changes, the change message is broadcast 

over RocketMQ, each word service instance consumes the 

changed message, and the corresponding changes are made 

to the word cache and Trie tree. It should be noted that the 

consumption of the same word message should be ensured in 

an orderly manner and the consistency between the data on 

the word filtering service instance and the data in the word 

database should be maintained. 

There are three kinds of change messages, which are 

added, modified, and deleted. New words are added to the 

word cache and then added to the Trie tree in the same 

process as initialization. Modification can be understood as 

removing old words and adding new ones. Deleting a word is 

similar to adding, except that the operation changes to 

removing the corresponding node from the Trie tree. 

The deletion of words is mainly introduced here. In order 

to minimize the modification of the data structure caused by 

the deletion of words, only the ending tag of the word is 

removed in the actual deletion. This picture shows that Trie 

tree structure is shown after removing keywords AA, AAB 

and BCH (Figure 12 and Figure 13). 

 

Figure 12. Removing Keywords AA, AAB and BCH. 

 

Figure 13. Removing Keywords AA, AAB and BCH. 

4.6. Matching Steps 

Thesaurus construction: To describe the two words good 



30 Feng Kai and Tuyatsetseg Badarch:  Research and Implementation of Word Detection System  

Based on Improved DFA in China 

morning and go to school, the lexicon is first constructed. 

This picture shows the binary tree construction of these two 

words is as follows (Figure 14). 

 

Figure 14. The binary tree construction. 

This picture shows the hash table construct whose name is 

MyTreeMap: (Figure 15). 

 

Figure 15. Hash Table Construction. 

This picture shows Word filtering process. Assuming the 

keyword entered here is: Morning, the flow chart is as 

follows: (Figure 16). A trie is a tree-based data structure 

allowing the organization of prefixes on a digital basis 

using the bits of prefixes to direct the branching. Each node 

has at most two children in a binary trie [19]. Each prefix 

maps to a node in the binary trie of which the path and the 

level are determined by the prefix value and the length, 

respectively. 

 

Figure 16. Word Filtering Process. 

5. System Test and Algorithm Validation 

5.1. Experimental Environment 

In the test, we propose to capture relevant word data and 

imported it into MySQL database for storage. The 

experiment is based on the following environment (Table 1). 

The testing environment can help to do functional tests that is 

subdivided into three part including initialization related 

function testing, application deployment function testing, and 

application invocation function testing. Our experiment can 

be made before the expiration. 

In general, the process of building requires special 

environment. We use a test environment that system 

functional test in this paper belongs to the black box test of 

software test [17]. This type of experiment mainly uses the 

infrastructure to test and verify the word detection system 

(Table 1). 

Table 1. Testing environment. 

Hardware 

CPU 8 core E5-2650 v4 @ 2.20GHz 

Internal storage 16 GB 

Language JAVA 

Software 

Operating system CentOS6 

Docker Version 17.05 

Database MySQL Version 5.6 

 RocketMQ 4.1.0 
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Files area used to store knowledge during a memory 

device for good. File handling provides a mechanism to store 

the output of a program during a file and to perform 

numerous operations on that [18]. We simulated an 

experiment-related scene, then captured relevant word data 

and imported it into MySQL database for storage. After 

building all the parts of the system, we write the Java 

program code and release it to the CentOS6 system with 

16GB memory and 500GB hard disk. We prepare the Java 

environment in advance. This test mainly verifies the 

functions of adding, updating, deleting and matching words. 

5.2. Function Tests 

Functional tests verify that the system performs as 

expected when a particular operation is performed. 

Functional testing is further subdivided into three parts: 

initialization related function testing, application deployment 

function testing, and application invocation function testing. 

Among them. Initialization related functional tests include 

thesaurus, tree building, MySQL connection, RocketMQ and 

other tests [20]. The test results of related functions in the 

initialization phase are as follows (Table 2). 

Table 2. Relevant functional tests during the initialization phase. 

 Case description Excepted results Results 

1 The program links to the MySQL database The database is successfully connected Yes 

2 The program connects to RocketMQ middleware RocketMQ was successfully connected. Procedure Yes 

3 The program initializes the tree tree The matching tree is successfully created. Procedure Yes 

4 The program initializes the highlighting format The highlighting mode was successfully loaded Yes 

5 Word expiration data Not added to word tree Yes 

The results of functional tests about application calling are shown below (Table 3). 

Table 3. Functional tests of application calling. 

 Case description Excepted results Results 

1 An unsubscribed user invokes the interface to initiate a request. Call failed Yes 

2 The call interface passed parameter values of the wrong type Call failed Yes 

3 The calling interface sends no ID Call failed Yes 

6 
Add a database, a table name, and a data table field to the database 

access control list 
Access to these fields was denied Yes 

7 Add a brand new word The request interface can match Yes 

8 Delete a word The request interface did not match. Procedure Yes 

9 Set the expiring word 
A match can be made before the expiration, but cannot be 

made after the expiration 
Yes 

 

5.3. Performance Test 

In the performance test, we test by changing the amount of 

calling character data. DFA algorithm, AC algorithm based 

on prefix search pattern [21, 22] and MV algorithm based on 

suffix search pattern [23, 24] were used to detect the time 

consumed by the containing word content. Here it is. (Table 

4). 

According to the statistics on the detection time of the 

three algorithms in Table 4, the detection time increases with 

the length of the text content [25, 26]. The overall 

comparison of word detection time is as follows: DFA 

algorithm is the best approach compared to AC algorithm 

and other algorithms. The word filtering algorithm proposed 

in this paper has fast response speed and can be well applied 

to the network environment [27, 28]. 

Table 4. Performance testing results. 

Word Count Categories Time Consuming (ms) 

500 
DFA 131 

AC 450 

 MV 487 

5000 

DFA 243 

AC 810 

MV 870 

Word Count Categories Time Consuming (ms) 

 DFA 512 

50000 AC 1202 

 MV 1302 

 DFA 1020 

100000 AC 2180 

 MV 2660 

 DFA 1821 

1000000 AC 3989 

 MV 4121 

6. Conclusion 

In this paper, we implement a content matching technology 

based on improved DFA algorithm. The algorithm can 

retrieve or highlight the emoticon icon, half corner character, 

repeated word and so on. The word detection system in this 

paper uses ConcurrentSkipListMap to construct the Trie tree 

of the word filtering system. We found some valuable results 

in the results of functional tests, system tests, performance 

tests, etc. And verify the superiority of DFA algorithm. The 

system realizes the characteristics of large thesaurus and high 

matching efficiency of long text. It can meet the requirement 

of network real-time transmission, so it can be applied in the 

network. 
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